
Formula sheet for test 2

The binomial(n,p) distribution has

P(X = k) =
(

n
k

)
pk(1− p)n−k, E(X) = µ= np, SD(X) = σ =

√
np(1− p)

If X has the normal distribution with parametersµ andσ andZ is a standard normal random
variable, then

P(a≤ X ≤ b) = P(
a−µ

σ
≤ Z≤ b−µ

σ
).

The latter is answered with the help of a table.
The central limit theorem describes the sampling distribution of ¯x. It hasE(x̄) = µ, SD(x̄) =

σ/
√

n, and for largen an approximately normal distribution (in all the cases we consider).
Assumingp̂ = X/n is found from a random sample from a population with proportionp of

success, a(1−α) ·100% confidence interval forp based on ˆp is given by

p̂−z∗SE(p̂) < p < p̂+z∗SE(p̂).

The standard error is given bySE(p̂) =
√

p̂(1− p̂)/n. The value ofz∗ comes from the relationship
P(−z∗ ≤ Z≤ z∗) = 1−α, and can be found one of two ways described in class. The valuez∗SE(p̂)
is known as the margin of error.

Assuming ¯x is found from a random sample of sizen from a normal population with unknown
meanµ, a(1−α) ·100% confidence interval forµ based on ¯x is given by

x̄− t∗SE(x̄) < µ< x̄+ t∗SE(x̄).

The standard error is given bySE(x̄) = s/
√

n. The valuet∗ is related toα by the relationship
α/2 = P(Tn−1 > t∗) whereTn−1 has at-distribution withn− 1 degrees of freedom. The value
t∗SE(x̄) is known as the margin of error.
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