
Formulas

The statistic x̄ has
µx̄ = µ, σx̄ = σ/

√
n

and if the population is normal, or n is large enough, is approximately nor-
mally distributed.

The statistic D = x̄1 − x̄2 has

µD = µ1 − µ2

If the two random samples are independent of each other then σ2
D =

(σ2
1/n1 + σ2

2/n2). The distribution of D will be approximately normal.

We have discussed symmetric confidence intervals given by these formulas

x̄± z∗σ/
√
n, x̄± t∗s/

√
n, (x̄1 − x̄2)± t∗SE, p̂± z∗

√
p̂(1− p̂)/n

where the unspecified value SE may be one of two values depending on an
assumption about equality of the standard deviations in the samples.

We discussed using the following test statistics of the form observed minus

expected divided by SE: z =
x̄− µ
σ

√
n,

t =
x̄− µ
s

√
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sp
√
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, t =
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s2
1/n1 + s2
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, z =
p̂− p√

p(1− p)/n

For those with a t-distribution, you need to remember the degrees of freedom
associated with each.

For testing differences in two sample proportions against the null hypoth-
esis: p1 = p2 (pooled)

D = p̂1− p̂2, z =
p̂1 − p̂2

SED
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χ2 Statistic:

χ2 =
∑ (Observed− Expected)2

Expected

Means and Standard Deviations:

x =
1

n
Σxi s2 =

1

n− 1
Σ(xi − x)2

Correlation Coeficient and Regression Lines:

r =
1

n− 2
Σ

(xi − x)

sx

(yi − y)

sy

ŷ = b1x+ b0

where:

b1 = r
sy
sx

b0 = y − b1x

ei = yi − ŷi
Confidence Intervals for population regression parameters β0 and β1:

b1 ± t∗SEb1 b0 ± t∗SEb0

SEb1 =
s√

Σ(xi − x)2

SEb0 = s

√
1

n
+
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The hypothesis test for H0 : β1 = 0 is based on the t–statistic t =
b1

SEb1

and the t(n− 2) distribution.


