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Abstract

It is shown that K|ω1 need not be solid in the sense of [FS]: It
is consistent that there is no inner model with a Woodin cardinal yet
there is an inner model W and a Cohen real x over W such that
K|ω1 ∈ W [x] \ W . However, if 0¶ does not exist and κ ≥ ω2 is a
cardinal, then K|κ is solid. We draw the conclusion that solidity is not
forcing absolute in general, and that under the assumption of ¬0¶, the
core model is contained in the solid core, introduced in [FS].

It is also shown, assuming 0¶ does not exist, that if there is a forcing
that preserves ω1, forces that every real has a sharp, and increases δ12,
then ω1 is measurable in K.

1 Introduction

In [FS, Def. 4.1, 4.7], we introduced the concepts of solidity and generic
solidity as follows.

Definition 1.1. A set a is solid if it cannot be added by set-forcing to an
inner model, i.e., if for every b, P and g such that P ∈ L[b], g is P-generic
over L[b] and a ∈ L[b][g], it follows that a ∈ L[b]. A set is generically solid
if it is solid in every set-forcing extension of the universe.

The motivation for these definitions was that solid sets should be canon-
ical in some sense, so that it would be worthwhile to analyze the class C,
the solid core, also defined in [FS, Def. 4.12], as

C =
⋃

a solid,a⊆On

L[a]

Our main result on the solid core was [FS, Thm. 4.21], saying that if there
is an inner model with a Woodin cardinal, then there is a “minimal” fine

1



structural one, such that if one iterates the least normal measure of this
model out of the universe, the resulting model is the solid core. In particular,
under the assumption of an inner model with a Woodin cardinal, the solid
core is a fine structural extender model.

The obvious question is what can be said about the solid core in the
absence of an inner model with a Woodin cardinal. We showed in [FS,
Thm. 4.22] that it is consistent that K 6= C. We shall give some more
information here, namely that under the assumption that 0¶ does not exist,
it follows that K ⊆ C. This is Lemma 3.2.

Generic solidity was introduced in order to arrive at a concept that is
forcing absolute, but it was originally unclear whether solidity itself is forcing
absolute. We show in Lemma 3.3, again under the assumption that 0¶ does
not exist, that there may be solid sets that are not generically solid.

All of these conclusions about the relationship between the core model
and the solid core, as well as solidity versus generic solidity come from an
analysis of the solidity/nonsolidity of initial segments of K. In section 2,
we show that under certain assumptions, K||α may not be solid, if α ≤ ω1.
The case α = ω1 is more complicated than the countable case, and uses a
forcing due to Jensen, and in order to provide a self-contained account, we
give a detailed description of this forcing in the appendix, Section 5. Section
3 shows that the assumptions we made in order to produce a model where
K|ω1 is not solid were optimal, and then, using a similar argument, it shows
under ¬0¶, that K|κ is solid if κ is a cardinal greater than or equal to ω2.

It turned out that our methods show that, assuming 0¶ does not exist,
if there is a forcing that preserves ω1, forces that every real has a sharp, and
increases δ1

2, then ω1 is measurable in K. This is proven in Section 4.
The authors would like to thank Gabriel Fernandes for drawing the beau-

tiful diagrams.

2 The non–solidity of initial segments of K

Lemma 2.1. Let M and M+ be countable models of ZFC−, such that M =
(Hθ)

M+
, where θ is a regular cardinal in M+. Let ~U be a sequence of normal

ultrafilters in M (and hence in M+) such that M+ is normally iterable with
respect to ~U . Let a ∈ VM

κ , where U0 is on κ. Let ϕ(x, y) be a Σ0-formula,
and suppose there is an iteration I of M , using ultrafilters from ~U and their
images, with a last model, of length less than θ, such that ϕ(I, a) holds.
Then there is a countable model M̄ and a normal iteration Ī of M̄ , with last
model M , such that ϕ(Ī, a) holds.
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Proof. Let I be as stated, I = 〈〈Mi | i ≤ ρ〉, 〈πi,j | i ≤ j ≤ ρ〉〉, where
ρ < θ. Let I+ = 〈〈M+

i | i ≤ ρ〉, 〈π
+
i,j | i ≤ j ≤ ρ〉〉 be the iteration of M+

which results from lifting I to M+ = M+
0 . It follows that Mi = π+

0,i(M),
for all i ≤ ρ. Let’s view I as a subset of Mρ, say, by identifying it with
{〈x, y, i〉 | i < ρ, x ∈Mi, y ∈Mρ and y = πi,ρ(x)}.

Let g be Col(ω,Mρ)-generic over V. Then in H
V[g]
ω1 , the statement (∗)

that there is a I ′ ⊆Mρ such that the following Σ0-statement ψ(I ′, a,Mρ) is
true:

ϕ(I ′, a) and the last model of I ′ is Mρ

holds.
Let’s say that a real x codes an element u of Hω1 if, letting Ex =

{〈m,n〉 | x(m,n) = 0}, Ex is well-founded, and, letting the function
πx : ω −→ V be defined by πx(n) = {πx(m) | mExn}, we have that
π(0) = u. Clearly, every member of Hω1 has a real coding it, and we have
that

(+) for every Σ0-formula θ(~y), there is a Σ1
1-formula θc that expresses θ

“in the codes”, meaning that whenever ~u ∈ Hω1 and uc0, . . . , u
c
n−1 are

real codes for u0, . . . , un−1, respectively, we have that

〈Hω1 ,∈〉 |= θ(~u) iff θc(~uc).

In general, expressing that a real codes an element of Hω1 is a Π1
1 statement,

because the binary relation coded by the real has to be well-founded. But
the existential statement we are dealing with concerns the existence of a
subset (the iteration I ′) of a set (Mρ) for which we already may fix a real
code.

To be precise, let ψc(x, y, z) be the Σ1
1 statement expressing ψ(x, y, z)

“in the codes”. We can then express the statement (∗) above in the codes
by saying that there is a real x and a w ⊆ ω such that for every n ∈ w,
〈n, 0〉 ∈ Ez and Ex = {〈m+1, n+1〉 | 〈m,n〉 ∈ Ez}∪{〈m+1, 0〉 | m ∈ w}
(this insures that if z is a code for u, then x is a code for a subset of u),
and such that ψc(x, y, z) holds. Let’s call this statement ψ′(y, z). It’s a
Σ1

1-statement. (This shows that the part of (+) above holds not only for θ
that are Σ0, but of the form ∃v ⊆ u0 θ̄(v, ~u), where θ̄ is Σ0.)

Now, there are reals M c
ρ and ac in M+

ρ [g], coding Mρ and a (of course,
it’s not necessary to code a). The Σ1

1-statement ψ′(ac,M c
ρ) then holds in

V[g], and hence also in M+
ρ [g], by Σ1

1-absoluteness. But this statement can
now be “decoded” in M+

ρ [g], with the result that in M+
ρ [g], the statement

(∗) holds, i.e., that there is an I ′ ⊆ Mρ such that ϕ(I ′, a) holds and the
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last model of I ′ is Mρ. This is a statement about members of M+
ρ , and

is thus forced by the trivial condition of the collapse Col(ω,Mρ), in M+
ρ .

Recalling that Mρ = π+
0,ρ(M), we can apply (π+

0,ρ)
−1 to the parameters in

this statement, so that it is forced by Col(ω,M) over M+ that there is a
countable iteration Ī that satisfies ϕ(Ī, a) and has last model M̌ . Now,
there is in V an h ⊆ Col(ω,M) which is M+-generic, and in M+[h], there
is an iteration of some countable model, with last model M , and exhibiting
the desired property.

Lemma 2.2. Suppose there is no inner model with a Woodin cardinal, and
that V = K has infinitely many measurable cardinals. Let α be greater than
the supremum of first ω many measurable cardinals, and assume that there
is a partial extender on the extender sequence of K with critical point greater
than α. Then K||α is not generically solid.

Proof. Let ν be least such that EKν has critical point greater than α. Let
δ̄ = ν++, δ = δ̄+. Let g be Col(ω, δ)-generic. Let x ⊆ ω be a Cohen real
over K[g]. In K[x], let M+ = (K||δ)[x] and M = (K||δ̄)[x]. For n < ω, let
κn be n-th measurable cardinal of K, and let Un be the normal measure on
κn. Let U ′n be the canonical extension of Un to M+. Let us say that a length
ω + 1 iteration I = 〈〈Ni | i ≤ ω〉, 〈πi,j | i ≤ j ≤ ω〉〉 of a transitive model
N of ZFC− encodes x if for every i < ω, letting πi,i+1 : Ni −→Wi Ni+1,
Wi is the normal ultrafilter on the f(i)-th measurable cardinal of Mi, where
f : ω −→ x is the monotone enumeration of x. Clearly, in K[g][x], there is
an an iteration of M [x] that encodes x. Since M [x] and M+[x] are countable
in K[g][x], Lemma 2.1 applies, telling us that there is a countable M̄ and
an iteration Ī = 〈〈M̄i | i ≤ j ≤ ω〉, 〈π̄i,j | i ≤ j ≤ ω〉〉 of M̄ that encodes
x, such that M̄ω = M [x]. By elementarity, M̄ = M̄ ′[x], for a ground model
M̄ ′ of M̄ , and by restricting the ultrafilters used in Ī, we get an iteration
Ī ′ = 〈〈M̄ ′i | i ≤ j ≤ ω〉, 〈π̄′i,j | i ≤ j ≤ ω〉〉 of M̄ ′, with last model M . Let

π̄′0,ω(ν̄) = ν. Let W be the inner model which results from iterating EM̄
′

ν̄

out of the universe (it is iterable, because it embeds into M). Clearly, x is
Cohen-generic over W , and M ∈ W [x], because x tells W how to iterate
an initial segment of itself to reach M . But M /∈ W , because otherwise,
W could compare an initial segment of itself to M in order to recover the
iteration Ī ′, thus recovering x, which is not in W , since x is a Cohen real
over W . Actually, this shows that M |α is generic over W - it is certainly
added by adding x, and M |α cannot be in W because comparing M |α with
M̄ ′|δ̄ adds x. But M |α = K|α. So K|α is not solid in V[g].

Remark 2.3. The previous lemma shows that for α as in its assumption,
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there is a forcing extension in which α is countable and K||α is not solid,
because set-forcing does not change K.

We want to find out how large an α such that K||α is not solid can be.
The methods up to now only yield countable α with that property. We will
use the following theorem, due to Jensen, in order to produce models where
K||ω1 is not solid.

Theorem 2.4 ([Jen90, Theorem 1, p. 4]). Let U be a normal ultrafilter
on the measurable cardinal κ, and let θ ≥ κ+. There is then a poset P =
P(U, θ) such that if g is P–generic over V , then in V[g], there is a countable,
transitive structure M together with a linear iteration

(Mi, πij : i ≤ j ≤ κ) ∈ V [g]

of M0 =M such that

(a) κ = ω
V [g]
1 ,

(b) Mκ = (HV
θ ;∈, U), and

(c) Mi+1 = ult(Mi;π
−1
iκ (U)) for every i < κ.

Theorem 2.5. Let L[E] be a 1–small extender model with no Woodin car-
dinal such that in L[E], (κi : i < ω + 2) is a strictly increasing sequence
of measurable cardinals. There is then a forcing extension V = L[E][g] of
L[E] such that ωV1 = κω and V has a definable (from a set parameter) in-
ner model W such that there is x ∈ R ∩ V , a Cohen real over W , with
L[E]|κω ∈W [x] \W .

Proof. Inside L[E], let θ = (κω+1)+++. Let Ui ∈ L[E] be a normal measure
on κi, i < ω + 2. By Jensen’s Theorem 2.4, applied to Uω and θ, there is
a poset P such that if g is P–generic over L[E], then in L[E][g], there is a
countable mouse M+ together with a linear iteration

(Mi, πij : i ≤ j ≤ κω) ∈ L[E][g] (1)

of M0 = M+ such that

(a) κω = ω
L[E][g]
1 ,

(b) Mκω = (Hθ)
L[E] = Jθ[E], and

(c) Mi+1 = ult(Mi;π
−1
iκω

(Uω)) for every i < κω,
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in particular, (Hθ)
L[E] is the κth

ω iterate of M via a linear iteration using the
measure π−1

0κω
(Uω) and its images.

In order to make this paper more self–contained, we give a proof of
Jensen’s Theorem 2.4 in the appendix, section 5, cf. Theorem 5.1.

Now let x be a Cohen real over L[E][g]. Inside L[E][g][x], the iteration
of M+[x] encoding x can be formed (see the proof of 2.2). Note that M+[x]
has a largest cardinal, which it thinks is θ̄ := κ̄++

ω+1, where 〈κ̄i | i ≤ ω + 1〉
enumerates the measurable cardinals of M+[x]. Let M [x] = (Hθ̄)

M+[x]. By
Lemma 2.1, there is in L[E][g] a countable model M̄ [x], with an iteration
encoding x and with last model M [x]. By restricting this iteration to M̄ ,
we see that there is an iteration encoding x, with first model M̄ and last
model M . Now, M̄ has an (ω+ 1)-st measurable cardinal. Since M̄ embeds
into M , which embeds into a segment of Jθ[E], we can let W be the model
obtained from iterating a measure on that cardinal out of the universe. It
follows as in the proof of Lemma 2.2 that L[E]||ω1 is generic over W , since
x is generic over W , and x encodes an iteration from an initial segment
of W to L[E]||ω1. And L[E]||ω1 is not in W , since otherwise, W could
compare it with an initial segment of itself, thereby constructing x, which
is Cohen-generic over W .

3 The solidity of initial segments of K

In this section, we show under suitable anti-large cardinal assumptions that
longer initial segments of K are solid. First, the hypothesis of Theorem 2.5
is optimal, as our next result shows. For more on 0¶, the reader is referred
to [Jena, §4.1], or [Zem02, pp. 272].

Lemma 3.1. Assume that 0¶ does not exist, and let K denote the core
model. Suppose that K|ωV

1 is not solid. Then ωV1 is a measurable cardinal
in K, and

K|ωV
1 |= “there are inifinitely many measurable cardinals.”

Proof. Since K|ωV
1 is assumed not to be solid, let W be an inner model,

P ∈W a poset, and let g be P–generic over W such that

K|ωV
1 ∈W [g] \W. (2)

By forcing absoluteness, KW [g] = KW . Let us look at the comparison of K
with KW . Let T and U denote the iterations of K and KW , respectively,
arising in the comparison of K with KW .
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Claim 1. T does not use any extenders of length less than ωV
1 .

Proof. Suppose not, and let F be the first extender used in T . Let α0 be
the least α such thatMUα |lh(F ) = K|lh(F ), where lh(F ) is the length of F ,
which is the same as its index. So by assumption, lh(F ) < ωV

1 . Let M be the
longest initial segment of MUα0

such that P(crit(F )) ∩M ⊂ MUα0
|lh(F ) =

K|lh(F ). Let n < ω be such that ρn+1(M) ≤ crit(F ) < ρn(M) if there is
such an n, and let n = 0 otherwise.

We claim that

ultn(M ;F ) is iterable. (3)

Notice that F ∈ K|ωV
1 ∈ W [g], so that by KW [g] = KW and ¬0¶, we may

argue inside W [g] to see that (3) gives that F is on the sequence of M , cf.
[Jena]. But then F cannot be used in T .

It thus remains to verify (3). Let N be the longest initial segment of K
such that P(crit(F )) ∩N ⊂ K|lh(F ). Let m < ω be such that ρm+1(N) ≤
crit(F ) < ρm(N) if N / K, and let n = 0 otherwise. Let T ′ and U ′ denote
the iterations of M and N , respectively, arising from the comparison of M
with N . By the universality of K, MT ′∞ EMU

′
∞ and there is no drop in T ′.

By ¬0¶, both T ′ and U ′ are above crit(F ). For future reference, let us write

i : M → R

for πT
′

0,∞ : M →MT ′∞ , so that i � crit(F ) = id and R EMU ′∞.
Let us write k for the ultrapower map

πNF : N → ultm(N ;F ),

and let us use k to copy U ′ onto ult(N ;F ), producing an iteration kU ′ of
ult(N ;F ), together with canonical copy maps kα : MU ′α → MkU ′

α for α <
lh(U ′).

The maps kα are recursively defined as follows. k0 = k. If α+1 < lh(U ′),
then

kα+1([a, f ]
MU′α ||θα
EU′α

) = [kα(a), kα(f)]
MkU′

α ||kα(θα)

kα(EU′α )

for appropriate a and f , where θα indexes the initial segment of MU ′α to
which EU

′
α gets applied. Note that since we are working below 0¶, the

iterations are linear. If λ < lh(U ′) is a limit, then

kλ(x) = πkU
′

α,λ ◦ kα ◦ (πU
′

α,λ)−1(x)

7



M

Ult(M ;F )

R

Ult(R;F )

R∗

KW Ult(KW ;F )

U ′ kU ′

i

πMF

k̃

πRF j

i′

Figure 1: The situation of the proof of claim 1.

whenever x ∈ ran(πU
′

α,λ).
It is straightforward to verify inductively that for α < lh(U ′),

kα � P(crit(F )) = k � P(crit(F )), (4)

so that for each α < lh(U ′), kα factors as

kα = jα ◦ πM
U′
α

F ,

where

π
MU′α
F : MU ′α → ult(MU ′α ;F )

is the ultrapower map given by F and jα is the factor map defined by

jα(π
U ′α
F (f)(a) = kα(f)(a).

Equation (4) is in fact trivial to verify, except for the case α = 1. Note that
EU

′
0 = F . So we can argue as follows.

Let X ∈ P(crit(F )) ∩ N . Then X = [{crit(F )}, {ξ} 7→ X ∩ ξ]N ||θ0
EU
′

0

, so

that k1(X) = [{k0(crit(F ))}, {ξ} 7→ k0(X) ∩ ξ]ultm(N ;F )||k0(θ0)

k0(EU
′

0 )
= k0(X).

Let us write
k̃ = klh(U ′)−1 � R,

so that again k̃ factors as
j ◦ πRF ,
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where
πRF : R→ ultn(R;F )

is the ultrapower map given by F and j is some factor map.
Write R∗ = klh(U ′)−1(R). Then R∗ is iterable, as it is an iterate of

ult(N ;F ) (via kU ′) and hence of N . But now

i′ : [a, f ]MF 7→ k̃ ◦ i(f)(a),

where a ∈ [lh(F )]<ω and f : [crit(F )]Card(a) → M is one of the functions
used to define ultn(M ;F ), embeds ultn(M ;F ) into R∗, see figure 1. This
embedding shows that ultn(M ;F ) is iterable. (Claim 1)

Claim 2. There are infinitely many measurable cardinals in K below ωV1 .

Proof. Let α0 be the least α such that K|ωV1 EMUα . α0 is well–defined by
Claim 1.

Suppose now that Claim 2 is false. Then U � (α0 + 1) can only use
measures of order 0 and in fact for all α < α0, MUα |crit(EUα ) can have
only finitely many measurable cardinals. This is easily seen to give that
U � (α0 + 1) is computable from an infinite amount of information, namely,
an extender index, the number of times it and its images are iterated, then
the next index, etc., finitely many times. This means that U � (α0 + 1) ∈
KW ⊂W . But then K|ωV1 ∈W . Contradiction! (Claim 2)

Claim 3. There is a countable mouse M which wins the comparison against
K|ωV1 , i.e., K|ωV1 <∗ M .1

Proof. Of course, U must use an extender of length less than ωV1 , as oth-
erwise K|ωV1 / KW by Claim 1, and then K|ωV1 ∈ W . Let F be the first
extender used in U , so that lh(F ) < ωV1 . Let N E K be the longest ini-
tial segment of K such that P(crit(F )) ∩ N ⊂ K|lh(F ) = KW |lh(F ), and
let n < ω be such that ρn+1(N) ≤ crit(F ) < ρn(N) if N / K, and n = 0
otherwise.

Then ultn(N ;F ) makes sense, but it can’t be iterable as otherwise we
would have that F = EKlh(F ). This is true because if ultn(N ;F ) were iterable,

then by ¬0¶, K and ultn(N ;F ) would compare to the same mouse Q and
the first extender used on the K–side of that comparison would have to be
identical with F , cf. [Jena] (see figure 2).

1Here and in what follows,<∗ denotes the mouse order, cf. e.g. [SW98].
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K D N Ultn(N ;F )

Q

K

Figure 2: If Ultn(N,F ) were iterable, it would have a common iterate with K.

By taking a countable hull we may thus find a countable mouse M such
that M D K|lh(F ), ρn(M) > crit(F ), and

ultn(M ;F ) is not iterable. (5)

Let us now assume Claim 3 were false, which gives that M ≤∗ K|ωV1
and hence (as M is countable) M <∗ K|ωV1 . By Claim 1 and ¬0¶, K|ωV1 ≤∗
KW |ωV1 , and hence

M <∗ KW |ωV1 . (6)

We now argue similar as in the proof of Claim 1, so we give fewer details.
Let T ′ and U ′ denote the iterations of M and KW |ωV1 , respectively, arising
from the comparison of M with KW |ωV1 . By (6), MT ′∞ EMU

′
∞ and there is

no drop in T ′. By ¬0¶, both T ′ and U ′ are above crit(F ). Let us write

i : M → R

for πT
′

0,∞ : M →MT ′∞ , so that i � crit(F ) = id and R EMU ′∞.

By the universality of K and ¬0¶, U cannot have any drops, so that F
must be total on KW . Let us write k for the ultrapower map

πK
W

F : KW → ult(KW ;F ),

and let us use k to copy U ′ onto ult(KW ;F ), producing an iteration kU ′
of ult(KW ;F ), together with canonical copy maps kα : MU ′α → MkU ′

α for
α < lh(U ′). In particular, k0 = k.

For each α < lh(U ′), kα factors as

kα = jα ◦ πM
U′
α

F ,

as before, where

π
MU′α
F : MU ′α → ult(MU ′α ;F )
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M

Ult(M ;F )

R

Ult(R;F )

R∗

N Ult(N ;F )DK

U ′ kU ′

i

πMF

k̃

πRF j

is the ultrapower map given by F and jα is the factor map described above.
Let us write

k̃ = klh(U ′)−1 � R,

so that again k̃ factors as
j ◦ πRF ,

where
πRF : R→ ult(R;F )

is the ultrapower map given by F and j is some factor map.
Write R∗ = klh(U ′)−1(R). Then R∗ is iterable, as it is an iterate of

ult(KW ;F ) (via kU ′), and hence of KW . But again, the map

i′ : [a, f ]MF 7→ k̃ ◦ i(f)(a),

where a ∈ [lh(F )]<ω and f : [crit(F )]Card(a) → M is one of the functions
which is used to define ultn(M ;F ), embeds ultn(M ;F ) into R∗, showing
that ultn(M ;F ) is iterable. This contradicts (5). (Claim 3)

Claim 4. ωV1 is a measurable cardinal in K.

Proof. Let M witness Claim 3, and let T and U denote the iterations of
M and K|ωV1 , respectively, arising from the comparison of M and K|ωV1 .
There can be no drop on the U–side, and by replacing M by an appropriate
iterate of itself it necessary, we may also assume that there is no drop on
the T –side. We must have that the comparison lasts exactly ωV1 + 1 steps,
MU∞ /MT∞, and MU∞ ∩OR = ωV1 .
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We may let U act on all of K, and we shall write U ′ for the resultig
iteration of K. In particular, MU ′∞|ωV1 /MT∞. We have that ωV1 must be
inaccessible in K.

In fact, there is a club C ⊂ ωV1 such that if α ∈ C, then α = crit(πT
α,ωV1

)

and πT
α,ωV1

(α) = ωV1 . For any α ∈ C, α is then measurable in MTα , so that

ωV1 is measurable in MT∞. Moreover, by standard arguments,

if X ∈ P(ωV1 ) ∩MT∞, then for some η < ω1, C \ η ⊂ X
or (C \ η) ∩X = ∅.

(7)

We must have that

P(ωV1 ) ∩MU ′∞ ⊂MT∞. (8)

To show (8), notice that T , U ′ give the first ωV1 + 1 steps of the comparison
of M with K. If (8) were false, then by ¬0¶, the comparison of M with K
would continue with a drop on the M–side and again by ¬0¶ we would get
a contradiction with the universality of K.

By (7) and (8), if C denotes the club filter on ωV1 , then C̄ = C ∩MU ′
ωV1

is a MU ′
ωV1

–ultrafilter. As C̄ is countably closed, ult(MU ′
ωV1

; C̄) is iterable. By

¬0¶, the comparison of MU ′
ωV1

with ult(MU ′
ωV1

; C̄) must be above ωV1 on both

sides, and standard arguments then show that the map

πC̄ : MU ′
ωV1
→ ult(MU ′

ωV1
; C̄)

actually arises via an iteration of MU ′
ωV1

, cf. [Jena].In particular, ωV1 is a

measurable cardinal in MU ′
ωV1

.

As ωV1 is inaccessible in K, πU
′

0,ωV1
(ωV1 ) = ωV1 , so that we finally get from

elementarity that ωV1 is a measurable cardinal in K. (Claim 4)
(Lemma 3.1)

Lemma 3.2. Asume that 0¶ does not exist. Let κ ≥ ωV2 be a cardinal. Then
K|κ is solid. As a result, K ⊂ C.

Proof. This follows from the proofs of Claims 1 and 3 in the proof of Lemma
3.1 which go through as before with ωV1 being replaced by κ and “countable”
in the statement of Claim 3 being replaced by “of size less than κ.” But the
new version of Claim 3, for κ ≥ ωV2 , contradicts the universality of K|κ, cf.
[SW98]. (Lemma 3.1)
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We don’t know, but we conjecture that Lemmas 3.1 and 3.2 remain true
when their hypothesis on the non–existence of 0¶ is weakened to “there is
no inner model with a Woodin cardinal.”

It is easy to see that the statement “x is solid” is downward absolute to
inner models ([FS, Lemma 4.2]), but Question 4.5 of [FS] asked whether it is
forcing absolute, i.e., whether a solid set will remain solid after set forcing.
We are now ready to answer this question in the negative.

Lemma 3.3. Suppose ¬0¶. Let κ ≥ ω2 be a cardinal. Suppose that there
are infinitely many γ < κ such that γ is measurable in K, and that there
is a partial extender on the K-sequence with critical point greater than κ.
Then K||κ is solid, but in a forcing extension of V, K||κ is not solid.

Proof. K||κ is solid by Lemma 3.2, but it is not generically solid by Lemma
2.2.

4 Increasing δ1
2

The proof of Lemma 3.1 has another interesting consequence which we would
like to point out. The paper [CS09] produces a stationary set preserving
forcing which increases the size of δ1

2, startig from the hypothesis that NSω1

is precipitous and P(ω1)# exists. The following Lemma basically says that,
at least if 0¶ does not exist, the hypothesis on the precipitousness of NSω1

is necessary.

Lemma 4.1. Assume that 0¶ does not exist. Suppose that P ∈ V is a poset

such that if g is P–generic over V , then ω
V [g]
1 = ωV1 , in V [g], every real has

a sharp, and
(δ1

2)V [g] > (δ1
2)V .

Then ωV1 is measurable in K.

If we drop the hypothesis that in V [g], every real has a sharp, then
Lemma 4.1 becomes false.

Proof. By the proof of Claim 4 in the proof of Lemma 3.1, it suffices to again
prove Claim 3 from the proof of Lemma 3.1, this time from the hypothesis
of Lemma 4.1:

Claim 5. There is a countable mouse M which wins the comparison against
K|ωV1 , i.e., K|ωV1 <∗ M .

13



Proof. Let x ∈ R ∩ V [g] be such that

(ωV1 )+L[x] ≥ (δ1
2)V . (9)

By Covering, we have that

κ+L[y] = κ+KL[y]

for every real y and for every y–indiscernible κ. This easily gives that
KL[x] <∗ KL[x#] and in fact there is a club proper class C ⊂ OR such
that if T and U are the iterations of KL[x] and KL[x#], respectively, arising
from the comparison of KL[x] and KL[x#], then πUα,β(α) = β for all α ≤ β,

α, β ∈ C. KL[x#] cannot have a strong cardinal, as otherwise the measure
of x## could be used to produce 0¶ (cf. [FNS10]). But then it is easy to
see, using ¬0¶ again, that if α ∈ C and γ > α is any cardinal of MUα such
thatMUα |γ |= “α is not a strong cardinal,” thenMUα |γ wins the comparison
against KL[x]. There is thus some δ such that

KL[x] <∗ KL[x#]|δ.

By indicernibility, there is then some δ < ωV1 such that

KL[x]|ωV1 <∗ KL[x#]|δ

and by indicernibility again, for the same δ < ωV1 ,

KL[x] <∗ KL[x#]|δ. (10)

We must have that

(ωV1 )
+MU

ωV1 ≥ (ωV1 )
+MT

ωV1 ≥ (ωV1 )K
L[x] ≥ (δ1

2)V , (11)

as otherwise (ωV1 )
+MU

ωV1 < (ωV1 )
+MT

ωV1 and the comparison T , U would con-
tinue with a drop on the T –side after stage ωV1 in contradiction with (10).

We thus obtained a countable mouse M ∈ V [g], namely KL[x#]|δ, such
that there is an iteration S of M of length ωV1 + 1, namely U � ωV1 + 1, such
that

MS
ωV1
∩OR ≥ (δ1

2)V . (12)

Let us fix M and S with this property. We claim that M witnesses that
Claim 5 is true.

14



To go for a contradiction, suppose that M <∗ K|ωV1 , so that there is
also some countable ordinal β such that M <∗ K|β. Let T ′ and U ′ be the
iterations of M and K|β, respectively, arising from the comparison of M
and K|β. There is no drop on the T ′–side, and we may write k for the
embedding

πT
′

0,∞ : M →MU ′∞ EMT
′
∞ .

We may use k to copy the iteration S ontoMU ′∞, which produces an iteration
kS of MU ′∞ together with a last copying map

k∞ : MS
ωV1
→MkS

ωV1
.

MS
ωV1

MkS
ωV1

M MU
′

∞ E MT
′

∞

K|β

k∞

k

It is trivial to see that then (12) gives that

MkS
ωV1
∩OR > (δ1

2)V . (13)

But MkS
ωV1

is an iterate of K|β via U ′_kS. As K|β ∈ V , we may let z ∈ V
be a real which codes K|β. A boundedness argument, cf. [Woo99, p. 56f.],
then gives that

MkS
ωV1
∩OR < (ωV1 )+L[z] < (δ1

2)V .

This contradicts (13). (Claim 5)
(Lemma 4.1)
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5 Appendix

In order to make this paper more self-contained, we sketch the proof of the
following theorem. It was originally proved in [Jen90] with an application
to the core model in mind, so that it assumed that V = K. The notes
[Jenb] contain a more general framework of forcings called L-forcings, and
we are following the exposition in [Jenb, §2], albeit without using infinitary
languages (we replace the consistency of such a language with the existence
of a model in a collapse extension of V), and in a less general form that is
streamlined to prove the result we need. The approach we choose here is
also similar to the presentation of the forcing used in [CS09].

Theorem 5.1. (R. Jensen, [Jen90]) Let U be a normal ultrafilter on the
measurable cardinal κ, and let θ ≥ κ+ be a cardinal with 2<θ = θ. There is
then a poset P = P(U, θ) such that if g is P–generic over V, then in V[g],
there is some countable M together with a linear iteration

(Mi, πij : i ≤ j ≤ κ) ∈ V [g]

of M0 =M such that

(a) κ = ω
V [g]
1 ,

(b) Mκ = (HV
θ ;∈, U), and

(c) Mi+1 = ult(Mi;π
−1
iκ (U)) for every i < κ.

The proof of this theorem will take up the remainder of this section. Fix-
ing U and θ, let us pick a regular cardinal ρ such that 22<θ < ρ. Therefore,
Hθ ∈ Hρ, and in fact P(Hθ) is in Hρ as well. It will follow that the forcing
P(U, θ) we are about to define will also be an element of Hρ. For notational
convenience, let us assume that 2<ρ = ρ, so that Card(Hρ) = ρ. We can
always force 2<ρ = ρ with <ρ-closed forcing in a first step, if necessary.

Let us fix a well-order, denoted by <, of Hρ of order type ρ such that
<� Hθ is an initial segment of < of order type θ. (In what follows, we shall
also write < for <� Hθ.) We shall write

H = 〈Hρ;∈, Hθ, U,<〉 and M = 〈Hθ;∈, U,<〉.

The models we deal with will always be models of the languange of set theory,
and we shall tacitly assume that if A is a model, then the well-founded part
of A, wfp(A), is transitive.
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Definition 5.2. Conditions p in P(U, θ) are triples

p = 〈〈κpi ; i ∈ dom(p)〉, 〈πpi ; i ∈ dom(p)〉, 〈τpi ; i ∈ dom−(p)〉〉

such that the following hold true.

i. Both dom(p) and dom−(p) are finite, and dom−(p) ⊆ dom(p) ⊆ κ.

ii. 〈κpi ; i ∈ dom(p)〉 is a sequence of ordinals.

iii. 〈πpi ; i ∈ dom(p)〉 is a sequence of finite partial maps from κ to θ.

iv. 〈τpi ; i ∈ dom−(p)〉 is a sequence of complete H-types over Hθ, i.e., for
each i ∈ dom−(p) there is some x ∈ Hρ such that, having ϕ range over
H-formulae with free variables u,~v,

τpi = {〈pϕq, ~z〉 ; ~z ∈ Hθ ∧H |= ϕ[x, ~z]}.

v. If i, j ∈ dom−(p) with i < j, then there are n < ω, ~u ∈ ran(πpj ) with

τpi = {(m,~z) ; (n, ~u_m_~z) ∈ τpj }.

vi. In V Col(ω,2θ), there is a model A that that certifies p with respect toM,
meaning that Hθ+ ⊂ wfp(A), HV

θ+ ∈ A, A |= ZFC− (that is, ZFC −
Power Set, with Collection instead of Replacement), κ is a regular
cardinal in A, and in A, there is an iteration 〈MA

i , π
A
i,j , U

A
i , κ

A
i ; i 6 j 6

κ〉 such that

(a) if i < κ, then MA
i is countable and MA

i+1 = ult(MA
i ;UA

i ),

(b) if i ≤ κ, then κAi = crit(UA
i ) and UA

i = πA0,i(U
A
0 ),

(c) if i < κ, then HullM(ran(πAi,κ)) ∩ θ ⊆ ran(πAi,κ),

(d) MA
κ = 〈Hθ;∈, U〉,

(e) if i ∈ dom(p), then κpi = κAi and πpi ⊆ πAi,ω1
,

(f) if i ∈ dom−(p), then for all n < ω and for all ~z ∈ ran(πAi,ω1
),

∃y ∈ Hθ (n, y_~z) ∈ τpi =⇒ ∃y ∈ ran(πAi,ω1
) (n, y_~z) ∈ τpi .

If p, q ∈ P, then we write p 6 q iff dom(q) ⊆ dom(p), dom−(q) ⊆ dom−(p),
for all i ∈ dom(q), κpi = κqi and πqi ⊆ π

p
i , and for all i ∈ dom−(q), τ qi = τpi .
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Conditions p should be seen as finite approximations to the desired iter-
ation leading to 〈Hθ;∈, U〉. Due to the presence of <, it is enough to know
the action of the iteration maps on the ordinals. The third components τpi
will guarantee that the iteration maps extend to elementary maps into H
with some x ∈ Hρ of interest in their range (cf. Lemma 5.6 below), which
will be relevant in the verification that P(U, θ) preserves κ as a cardinal.

Note that if A certifies any condition p with respect to M, then, as κ is
a regular cardinal in A and HV

θ has size ωA
1 in A, it follows that ωA

1 = κ.

Lemma 5.3. P 6= ∅.

Proof. We need to verify that in V Col(ω,2θ) there is a model which certifies
the trivial condition 〈〈〉, 〈〉, 〈〉〉 with respect to M.

Let g be Col(ω,< ρ)-generic over V . Inside V [g], 〈V ;∈, U〉 is iterable
via U and its images. Let us work inside V [g] until further notice, and let
〈Mi, πi,j , Ui, κi; i 6 j 6 ρ〉 be an iteration of M0 = 〈V ;∈, U〉 via U and its
images of length ρ+ 1.

The map π0,ρ : Hθ →Mρ admits a canonical extension π : V → N , where
N is transitive and π(Hθ) = Mρ. Let us now leave V [g] and pick some h
which is Col(ω, π(2θ))-generic over V [g]. Of course, h is also Col(ω, π(2θ))-
generic over N . Let x ∈ R ∩ N [h] code π((Hθ+)V ) in a natural way. The
existence of a model which certifies 〈〈〉, 〈〉, 〈〉〉 with respect to π(M) is then
easily seen to be a Σ1

1(x) statement which holds true in V [g, h], as witnessed
by V [g]. By absoluteness, this statement is then also true in N [h]. That is,

inside NCol(ω,π(2θ)) there is a model which certifies 〈〈〉, 〈〉, 〈〉〉 with respect

to π(M). By elementarity, in V Col(ω,2θ) there is therefore a model which
certifies 〈〈〉, 〈〉, 〈〉〉 with respect to M.

We will use the following lemma to show that the generic filter indeed
produces a generic iteration leading to 〈Hθ;∈, U〉. If p ∈ P, then we shall
just say that A certifies p to express that A certifies p with respect to M.

Lemma 5.4. Let p ∈ P, as certified by A ∈ VCol(ω,2θ). Then the following
hold. In i. to viii., the condition p′ claimed to exist is again certified by A.

i. Let u be finite with dom(p) ⊆ u ⊆ κ. There is p′ 6 p with u ⊆ dom(p′).

ii. For i ∈ dom(p), ξ < θ, there is p′ 6 p, α ∈ dom(πp
′

i ) with ξ < πp
′

i (α).

iii. Let i ∈ dom(p), ξ < ζ ∈ dom(πpi ). There is a p′ ≤ p with ξ ∈ dom(πp
′

i ).

iv. Let ξ ∈ Hθ. There is p′ 6 p, i ∈ dom(p′) with ξ ∈ ran(πp
′

i ).
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v. Let i, j ∈ dom(p), i < j and ξ ∈ ran(πpi ). There is a p′ ≤ p such that

ξ ∈ ran(πp
′

j ).

vi. Let i, i + 1 ∈ dom(p). Let ξ ∈ ran(πpi+1). There is a p′ 6 p such that

ξ is definable over M from parameters in ran(πp
′

i ) ∪ {κpi }.

vii. Let λ ∈ dom(p) be a limit ordinal, and let ξ ∈ ran(πpλ). Then there is

a p′ ≤ p and an i < λ with i ∈ dom(p′) such that ξ ∈ ran(πp
′

i ).

viii. Let i ∈ dom(p), and let ξ be definable over M from parameters in

ran(πpi ). There is a p′ 6 p such that ξ ∈ ran(πp
′

i ).

ix. Let i ∈ dom(p), and suppose that X ∈ P(κ) ∩ V is definable over M
from parameters in ran(πpi ). Then κpi ∈ X iff X ∈ U .

Proof. For i., define p′ by setting dom(p′) = u, dom−(p′) = dom−(p), κp
′

i =

κAi for i ∈ u, πp
′

i = πpi for i ∈ dom(p), πp
′

i = ∅ for i ∈ dom(p′) \ dom(p), and

τp
′

i = τpi for i ∈ dom−(p′).
For ii., let α be such that πAi,κ(α) > ξ. Such an α exists, as the iteration

map πAi,κ is cofinal. We may now define p′ to be like p, except that we set

πp
′

i = πpi ∪ {〈α, πAi,κ(α)〉}.
For iii., define p′ to be like p, except that πp

′

i = πpi ∪ {〈ξ, πAi,κ(ξ)〉}.
For iv., let i < κ, i /∈ dom(p), and ξ be such that πAi,κ(ξ) = ξ. Define p′

to extend p by adding i into the domain, setting πp
′

i = {〈ξ, ξ〉}, and leaving
the remaining parts of p unchanged.

For v., let ξ̄ be such that πAj,κ(ξ̄) = ξ, and define p′ to be like p, except

that we set πp
′

j = πpj ∪ {〈ξ̄, ξ〉}.
For vi., since MA

i+1 = Ult(MA
i , U

A
i ) there is an f : κpi = πA0,i(κ) → MA

i ,

f ∈MA
i , such that (πpi+1)−1(ξ) = πAi,i+1(f)(κpi ), i.e., ξ = πAi,κ(f)(κpi ). Due to

the presence of < in M, the function πAi,κ(f) is definable over M in some

ordinal parameter λ < θ. Let λ̄ be such that λ = πAi,κ(λ̄). We may define p′

to be like p, except that πp
′

i = πpi ∪ {〈λ̄, λ〉}.
For vii., because ran(πAλ,κ) =

⋃
i<λ ran(πAi,κ), there is some i < λ such

that ξ ∈ ran(πAi,κ). We may assume that i ∈ dom(p), by i. Let ξ̄ be such

that πAi,κ(ξ̄) = ξ, and define p′ to be like p, except that πp
′

i = πpi ∪ {〈(ξ̄, ξ〉}.
For viii., it follows that ξ ∈ ran(πAi,κ), by Definition 5.2, condition vi(c).

Let πAi,κ(ξ̄) = ξ, and define p′ to be like p, except that πp
′

i = πpi ∪
{
〈ξ, ξ〉

}
.
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For ix., let X = πAi,κ(X̄). Then X ∈ U iff X̄ ∈ UA
i iff κpi = κAi ∈ πAi,i+1(X̄)

iff κpi ∈ X.
Now let G be P-generic over V . Set, for i < κ,

κi = κpi for some/all p ∈ G with i ∈ dom(p),

πi =
⋃
{πpi ; p ∈ G ∧ i ∈ dom(p)}, and

βi = dom(πi).

By Lemma 5.4,i.,ii. and iii., πi : βi → θ is cofinal and order preserving. By
Lemma 5.4, iv., θ =

⋃
{ran(πi); i < ω1}. For i < ω1, let Xi be the smallest

X ≺M such that ran(πi) ⊆ X. By Lemma 5.4, viii., ran(πi) = Xi ∩ θ. Let
π̃i : Mi

∼= Xi ≺M be the uncollapsing map, so that π̃i ⊃ πi. For i ≤ j ≤ ω1,
let π̃i,j = π̃−1

j ◦ π̃i. Then π̃i,j : Mi → Mj is well-defined by Lemma 5.4, v.

For i ≤ ω1, let Ui = π̃−1
i (U) and κi = π̃−1

i (κ). Using Lemma 5.4, vi., vii.,
and ix., we then have the following.

Lemma 5.5. 〈Mi : i ≤ j ≤ κ〉 is an iteration of M0 such that if i < κ, then
Mi is countable, and Mκ = 〈Hθ;∈, U〉.

It remains to be shown that κ stays regular (so that κ = ω
V[G]
1 ). To this

end, let’s explore the meaning of the third component of a condition in P.

Lemma 5.6. Let p ∈ P be a condition, and let A be a model that satisfies
everything in part vi. of Definition 5.2 except possibly condition vi.(f). Let
i ∈ dom−(p), and let x ∈ Hθ be such that τpi is the complete M-type of x
over Hθ. Then the following are equivalent:

i. A satisfies Condition vi.(f) at i, that is, for every n < ω and all
~z ∈ ran(πAi,κ), if there is a y ∈ Hθ such that (n, y_~z) ∈ τpi , then there

is such a y in ran(πAi,κ).

ii. HullH(ran(πAi,κ) ∪ {x}) ∩Hθ = ran(πAi,κ).

iii. The map πAi,κ : Mi → M extends to an elementary map π̃ : H → H,

where H is transitive, Mi ∈ H, π̃(Mi) = 〈Hθ;∈, U〉, π̃ �Mi = πAi,κ and
xi ∈ ran(π̃).

iv. ran(πAi,κ) ≺ 〈Hθ;∈, U,<, τpi 〉.

Proof. i. ⇒ ii.: Let y ∈ HullH(ran(πAi,κ) ∪ {x}) ∩ Hθ. Then y is definable

over H from parameters ~z ∈ ran(πAi,κ) and x. So, for some n < ω, we have
that y is unique with (n, y_~z) ∈ τpi (since Hθ is a constant of M). Now,
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since y ∈ Hθ and ~z ∈ ran(πAi,κ), it follows i that there is a y′ ∈ ran(πAi,κ) with

(n, y′_~z) ∈ τpi . So by the uniqueness of y, it follows that y = y′ ∈ ran(πAi,κ).

ii. ⇒ iii.: Let π̃ : H −→ HullH(ran(πAi,κ) ∪ {x}) ≺ H be the inverse of
the Mostowski collapse, so that H is transitive. It is obvious that this map
works.

iii.⇒ ii.: As x ∈ ran(π̃) and π̃ ⊃ πAi,κ, ran(πAi,κ) ⊂ HullH(ran(πAi,κ)∪{x})∩
Hθ ⊂ HullH(ran(π̃)) ∩Hθ = ran(π̃) ∩Hθ = ran(πAi,κ), since π̃ �Mi = πAi,κ.

ii. ⇒ iv.: We need to show that if ~z ∈ ran(πAi,κ) and ϕ is a formula of
the language associated with 〈Hθ;∈, U,<, τpi 〉 such that

〈Hθ;∈, U,<, τpi 〉 |= ∃vϕ(v, ~z), (14)

then there is a u ∈ ran(πAi,κ) with

〈Hθ;∈, U,<, τpi 〉 |= ϕ(u, ~z).

There is a recursive map pψq 7→ pψ∗q (assigning to each formula in the
language of 〈Hθ;∈, U,<, τpi 〉 a formula of the language of 〈Hρ;∈, Hθ, U,<, x〉)
such that for all ~w ∈ Hθ,

〈Hθ;∈, U,<, τpi 〉 |= ψ(~w) iff 〈Hρ;∈, Hθ, U,<, x〉 |= ψ∗(~w).

Hence if (14) holds, then there is some u ∈ Hθ such that

〈Hρ;∈, Hθ, U,<, x〉 |= ϕ∗(u, ~z).

There is then such a u in Hθ ∩ HullH(ran(πAi,κ) ∪ {x}), so that by ii., u ∈
ran(πi,κ)A. But then

〈Hθ;∈, U,<, τpi 〉 |= ϕ(u, ~z).

iv. ⇒ i.: Let n < ω and ~z ∈ ran(πAi,κ), and suppose there is a y ∈ Hθ

such that (n, y_~z) ∈ τpi . Then

〈Hθ;∈, U,<, τpi 〉 |= ∃y(n, y_~z) ∈ τpi ,

so that by iv., there is a y ∈ ran(πAi,ω1
) with (n, y_~z) ∈ τpi .

Lemma 5.7. κ is a regular cardinal in V P.

Proof. Let p ∈ P and ḟ ∈ Hρ be a P-name such that p 
 ḟ : ω → κ̌. We
may assume that ḟ ∈ Hρ, and we need to see that there is a p′ 6 p and an
α < κ such that p′ 
 ran(ḟ) ⊂ α̌.
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Let
R = {(r, n, δ); r ∈ P, δ < κ, and r 
P ḟ(ň) = δ̌}.

Notice that p,R,≤P∈ Hρ. Let τ be the complete H-type of 〈p,R,≤P〉 over

Hθ. Let A ∈ V Col(ω,2θ) certify p with respect to M. Recall that Hθ+ ∈ A
and ωA

1 = κ. Thus, τ ∈ A. We have that 〈ran(πAi,κ); i < κ〉 is a continuous

tower of countable substructures of Hθ with
⋃
{ran(πAi,κ); i < κ} = Hθ. Since

κ is regular in A, we can pick an α < κ such that κα = α, dom(p) ⊆ α and

ran(πAi,κ) ≺ 〈Hθ;∈, U,<, τ〉 (15)

We now define p′ by setting dom(p′) = dom(p) ∪ {α}, dom−(p′) =

dom(p)− ∪ {α}, κp
′

i = κpi for all i ∈ dom(p), κp
′
α = α, πp

′

i = πpi for all

i ∈ dom(p), πp
′
α = ∅, τp

′

i = τpi for all i ∈ dom−(p), and τp
′
α = τ .

To see that p′ ∈ P, let’s first check that condition v. of Definition 5.2 is
satisfied. So let i ∈ dom−(p′), i < α. Then τpi is (trivially) definable over H
from the parameter p, so that because τ is the complete H-type of 〈p,R,≤P〉
over Hθ, we get that there is an n < ω such that

τpi = {(m,~z) ; (n,m_~z) ∈ τ}.

Since by (15), α was explicitly chosen so that A satisfies condition iv of
Lemma 5.6 at α, it follows that A still certifies p′, and it’s then clear that
p′ ∈ P, and that p′ 6 p.

We claim that p′ 
 ran(ḟ) ⊂ α̌. Suppose not. Let q 6 p′ and n < ω be
such that q 
 ḟ(ň) ≥ α̌, and let B certify q. Set

q′ = 〈〈κqi ; i ∈ dom(q) � α〉, 〈πqi ; i ∈ dom(q) � α〉, 〈τ qi ; i ∈ dom−(q) � α〉〉.

Of course, q 6 q′ 6 p. If i ∈ dom−(q′) = dom−(q) � α, then there are
k = pϕq < ω, ~u ∈ ran(πqα) such that

τ q
′

i = {(m,~z) | (k, ~u_m_~z) ∈ τ qα = τ}
= {(m,~z) | ~z ∈ Hθ ∧H |= ϕ(〈p,R,≤P〉, ~u_m_~z)}

so that τ q
′

i ∈ X := HullH(ran(πBα,κ)∪{〈p,R,≤P〉}). This implies that in fact

q′ ∈ X ≺ H. (16)

Now, the statement that there is a q′′ ≤P q
′ and a γ < κ such that q′′ 
P

ḟ(ň) = γ̌ (or, equivalently, (q′′, n, γ) ∈ R) is true in H, and therefore, by
(16), we may let q′′ and γ be such objects which are in X.
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By part ii. of Lemma 5.6, X ∩ Hθ = ran(πBα,κ), so since γ < κ < θ,

it follows that γ ∈ κ ∩ X = κq
′
α = α, so that q′′ 
 ḟ(ň) < α̌. The same

reasoning shows that dom(q′′) ⊆ α. So since q and q′′ force contradictory
statements about ḟ(ň), they must be incompatible. We derive a contradic-
tion by constructing a common extension q∗ ≤ q′′, q. Let

π̃ : H −→ X ≺ H

be the uncollapse, where H is transitive. Since X ∩Hθ = ran(πBα,κ), MB
α =

π̃−1(〈Hθ;∈, U〉) ∈ H and π̃ �MB
α = πBα,κ. Since there is a model in VCol(ω,2θ)

that certifies q′′, it follows that in HCol(ω,2θ), there is an iteration

〈Mi, πi,j , Ui, κi; i 6 j 6 κ〉

such that Mκ = 〈Hθ;∈, U〉 and for all i ∈ dom(q′′), κq
′′

i = κi and πq
′′

i ⊆ πi,κ.

By the elementarity of π̃, there is hence in HCol(ω,π̃−1(2θ)) ⊆ V Col(ω,2θ) an
iteration 〈Mi, πi,j , Ui, κi; i 6 j 6 α〉 with the properties that Mα = MB

α

(because π̃−1(〈Hθ;∈, U〉) = MB
α ), that for all i ∈ dom(q′′) ⊆ α, κq

′′

i =

κi, and that for all such i, πq
′′

i ⊆ πBα,κ ◦ πi,α (since π̃−1(πq
′′

i ) ⊆ πi,α, so

πq
′′

i ⊆ π̃ ◦ πi,α = πBα,κ ◦ πi,α). Because MB
α is countable in B, θ + 1 ⊂

wfp(B), and B ∈ V Col(ω,2θ), there is therefore by absoluteness an iteration
〈Mi, πi,j , Ui, κi; i 6 j 6 α〉 with these properties in B.

Let 〈M∗i , π∗i,j , U∗i , κ∗i ; i 6 j 6 κ〉 ∈ B be defined as follows. If i ≤ j ≤ α,
then we set M∗i = Mi, π

∗
i,j = πi,j , U

∗
i = Ui, and κ∗i = κi. If α ≤ i ≤ j ≤ κ,

then we set M∗i = MB
i (there is no conflict for i = α, as MB

α = Mα),
π∗i,j = πBi,j , U

∗
i = UB

i , and κ∗i = κi. Finally, if i ≤ α ≤ j, then we set

π∗i,j = πBα,j ◦ πi,α. The existence of this iteration in B clearly shows that
B certifies q′′. However, as dom(q′′) ⊇ dom(q) ∩ α, it also shows that B
certifies q.

Let us now define q∗ ∈ P as follows. Let dom(q∗) = dom(q) ∪ dom(q′′)

and dom−(q∗) = dom−(q) ∪ dom−(q′′). For i ∈ dom(q∗) set κq
∗

i = κ∗i . For

i ∈ dom−(q′′) set τ q
∗

i = τ q
′′

i , and for i ∈ dom−(q), set τ q
∗

i = τ qi . Also, for

i ∈ dom(q′′) set πq
∗

i = πq
′′

i . Finally, when defining πq
∗

j for j ∈ dom(q)\α, we
make a small adjustment in order to satisfy point v. of Definition 5.2. Since
q′′ ∈ X, there is a finite tuple ~u ∈ ran(πBα,κ) so that q′ is definable in H from
~u and 〈p,R,≤P〉. Also, for every i ∈ dom−(q′′) there is a ki < ω such that

τ q
′′

i = τ q
∗

i = {(m,~z) ; (ki, ~u
_m_~z) ∈ τ q∗α = τp

′
α = τ}.
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We may assume that ran(πq
∗

i ) ⊆ ~u for i ∈ dom(q′′) ⊆ α. For j ∈ dom(q∗),
j > α, we then set

πq
∗

j = π∗j,κ � ((π∗j,κ)−1(~u) ∪ dom(πqj )).

It is now straightforward to see that q∗ ∈ P. Notice that if i ∈ dom−(q∗) ∩
α = dom−(q′′) and j ∈ dom−(q∗) \ α = dom−(q) \ α, and if

τ q
∗
α = τ qα = {(m,~z); (l, ~v_m_~z) ∈ τ q

∗

j = τ qj },

where ~v ∈ ran(πqj ) ⊆ ran(πq
∗

j ), then

τ q
∗

i = τ q
′′

i = {(m,~z); (ki, ~u
_m_~z) ∈ τ q∗α } = {(m,~z); (l, ~v_k_i ~u

_m_~z) ∈ τ q
∗

j }

and ~v, ~u ⊆ ran(πq
∗

j ).
Thus q∗ ∈ P, and q∗ 6 q, q′′, a contradiction.
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