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Abstract

We study large deviations for the renormalized self-intersection
local time of d-dimensional stable processes of index β ∈ (2d/3, d].
We find a difference between the upper and lower tail. In addition, we
find that the behaviour of the lower tail depends critically on whether
β < d or β = d.

1 Introduction

Let Xt be a non-degenerate d-dimensional stable process of index β. We

assume that Xt is symmetric, i.e. Xt
d
= −Xt, but we do not assume it is

spherically symmetric. Thus

E
(
eiλ·Xt

)
= e−tψ(λ)(1.1)

where ψ(λ) ≥ 0 is continuous, positively homogeneous of degree β, i.e.
ψ(rλ) = rβψ(λ) for each r ≥ 0, ψ(−λ) = ψ(λ) and for some 0 < c < C < ∞

c|λ|β ≤ ψ(λ) ≤ C|λ|β.(1.2)
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In studying the self intersections of {Xt ; t ≥ 0} one is naturally led to try
to give meaning to the formal expression

∫ t

0

∫ s

0
δ0(Xs − Xr) dr ds(1.3)

where δ0(x) is the Dirac delta ‘function’. Let {fε(x) ; ε > 0} be an approxi-
mate identity and set

∫ t

0

∫ s

0
fε(Xs − Xr) dr ds.(1.4)

When β > d, so that necessarily d = 1 and {Xt ; t ≥ 0} has local times
{Lx

t ; (x, t) ∈ R1 × R1
+}, (1.4) converges as ε → 0 to 1

2

∫
(Lx

t )
2 dx. Large

deviations for this object have been studied in [7].
In this paper we assume that β ≤ d. In this case (1.4) blows up as ε → 0.

We consider instead

γt,ε =
∫ t

0

∫ s

0
fε(Xs − Xr) dr ds − E

{∫ t

0

∫ s

0
fε(Xs − Xr) dr ds

}
(1.5)

and let
γt = lim

ε→0
γt,ε(1.6)

whenever the limit exists. It is known that this happens if (and only if)
β > 2d/3, and then γt is continuous in t almost surely, [21, 22, 25]. In this case
we refer to γt as the renormalized self-intersection local time for the process
Xt. Renormalized self-intersection local time, originally studied by Varadhan
[27] for its role in quantum field theory, turns out to be the right tool for
the solution of certain “classical” problems such as the asymptotic expansion
of the area of the Wiener and stable sausages in the plane and fluctuations
of the range of stable random walks. See Le Gall [14, 13], Le Gall-Rosen
[15] and Rosen [24]. In Rosen [26] we show that γt can be characterized as
the continuous process of zero quadratic variation in the decomposition of a
natural Dirichlet process. For further work on renormalized self-intersection
local times see Dynkin [10], Le Gall [16], Bass and Khoshnevisan [3], Rosen
[25] and Marcus and Rosen [20].

The goal of this paper is to study the large deviations of γt, generalizing
the recent work for planar Brownian motion of the first two authors, [4].
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Theorem 1 Let Xt be a symmetric stable process of order 2d/3 < β ≤ d in
Rd. Then for some 0 < aψ < ∞ and any h > 0

lim
t→∞

1

t
log P{γt ≥ ht2} = −hβ/daψ.(1.7)

The constant aψ is described in Section 4 and is related to the best possible
constant in a Gagliardo-Nirenberg type inequality.

γt is not symmetric. In fact the lower tail has very different behaviour.

Theorem 2 Let Xt be a symmetric stable process of order β > 2d/3 in Rd.
Then we can find some 0 < bψ < ∞ such that if β < d

lim
t→∞

1

t
log P

{
− γt ≥ t

}
= −bψ,(1.8)

while if β = d

lim
t→∞

1

t
log P{−γ1 ≥ p1(0) log t} = −bψ,(1.9)

where pt(x) is the continuous density function for Xt.

Using the scaling property {X(ts) ; s ≥ 0} d
= t1/β{X(s) ; s ≥ 0} of the

stable process it is easy to check that

γt
d
= t2−d/βγ1.(1.10)

Then (1.7)-(1.8) show that

lim
t→∞

1

t
log P{|γ1|β/d ≥ ht} = −haψ(1.11)

which implies that

E(eλ|γ1|β/d

)

{
< ∞ if λ < a−1

ψ

= ∞ if λ > a−1
ψ .

(1.12)

Our large deviation results lead to the following LIL type results.

Theorem 3 Let Xt be a symmetric stable process of order 2d/3 < β ≤ d in
Rd. Then

lim sup
t→∞

γt

t(2−d/β)(log log t)d/β
= a

−d/β
ψ a.s.(1.13)
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Theorem 4 Let Xt be a symmetric stable process of order β > 2d/3 in Rd.
If β < d then

lim inf
t→∞

γt

t(2−d/β)(log log t)d/β−1
= −b

−(d/β−1)
ψ a.s.(1.14)

while if β = d then

lim inf
t→∞

1

t log log log t
γt = −p1(0) a.s.(1.15)

The methods needed for this paper are very different from those used
in [4] for planar Brownian motion. In that case, and more generally when
β = d, the upper bound for large deviations for γt comes from a soft argument
involving scaling. This argument breaks down when β < d. Instead we obtain
the upper bound using careful moment arguments developed in sections 2 and
3.

Another major difference between this paper and [4] is in the proof of the
lower bound for large deviations for −γt when β < d. Suppose we divide the
time interval [0, n] into subintervals Ik = [k, k+1], k = 0, . . . , n−1, let B(Ik)
denote renormalized self-intersection time for the piece of the path generated
by times in Ik, and let A(Ij; Ik) denote the intersection local time for the
two pieces generated by times in Ij and Ik when j �= k. Then the major
contribution to the renormalized self-intersection intersection local time for
planar Brownian motion on the interval [0, n] comes from

∑
j<k[A(Ij; Ik) −

EA(Ij; Ik)]; the contribution from
∑

k B(Ik) is smaller. In contrast, when
β < d, both contributions are of the same order of magnitude. As a result,
the lower bound for −γt when β < d requires a much more delicate argument.

Our paper is organized as follows. In section 2 we obtain bounds on expo-
nential moments of the intersection local time for two independent processes,
which is then used in section 3, following an approach due to Le Gall, to ob-
tain bounds on exponential moments of the renormalized self-intersection
local time γt, and in particular to obtain an exponential approximation of γt

by its regularization γt,ε. Together with some results from [8], this allow us
to prove Theorem 1 in section 4. In sections 5 and 6 we prove Theorem 2
on the lower tail of γt. Finally, these results are used in sections 7 and 8 to
prove the LIL’s of Theorems 3 and 4 respectively.

We thank Evarist Giné for supplying the elegant proof of Lemma 1.
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2 Intersection local times

Let Xt, X
′
t be two independent copies of the symmetric stable process of order

β in Rd with characteristic exponent ψ and set

αt,ε
def
=

∫ t

0

∫ t

0

∫

Rd
fε(Xs − X ′

r) dr ds(2.1)

where fε is an approximate δ−function at zero, i.e. fε(x) = f(x/ε)/εd with
f ∈ S(Rd) a positive, symmetric function with

∫
f dx = 1. If f̂(p) denotes

the Fourier transform of f then f̂(εp) is the Fourier transform of fε and we
have from (2.1)

αt,ε = (2π)−d
∫ t

0

∫ t

0

∫

Rd
eip·(Xs−X′

r)f̂(εp) dp dr ds.(2.2)

Theorem 5 Let Xt, X
′
t be independent copies of a symmetric stable process

of order d/2 < β ≤ d in Rd. Then for all ρ > 0 sufficiently small we can
find some θ > 0 such that

sup
ε,ε′,t>0

E


exp



θ

∣∣∣∣∣
αt,ε − αt,ε′

|ε − ε′|ρ t2−(d+ρ)/β

∣∣∣∣∣
β/(d+ρ)






 < ∞.(2.3)

Furthermore,

lim
θ→0

sup
ε,ε′,t>0

E


exp



θ

∣∣∣∣∣
αt,ε − αt,ε′

|ε − ε′|ρ t2−(d+ρ)/β

∣∣∣∣∣
β/(d+ρ)






 = 1.(2.4)

Proof of Theorem 5: From (2.2) we have that

αt,ε − αt,ε′ = (2π)−d
∫ t

0

∫ t

0

∫

Rd
eip·(Xs−X′

r)(f̂(εp) − f̂(ε′p)) dp dr ds.(2.5)

Hence

E({αt,ε − αt,ε′}n) = (2π)−nd
∫

[0,t]n

∫

[0,t]n

∫

Rdn
E

(
ei

∑n

k=1
pk(Xsk

−X′
rk

)
)

(2.6)

n∏
j=1

{f̂(εpj) − f̂(ε′pj)} dpj drj dsj.

We then use the decomposition

[0, t]n × [0, t]n =
⋃
π,π′

Dn(π, π′)
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where the union runs over all pairs of permutations π, π′ of {1. . . . , n} and
Dn(π, π′) = {(r1, . . . , rn, s1, . . . , sn)| rπ1 < · · · < rπn ≤ t, sπ′

1
< · · · < sπ′

n
≤

t}. Using this we then obtain

E({αt,ε − αt,ε′}n) = (2π)−nd
∑
π,π′

∫

Dn(π,π′)

∫

Rdn
E

(
ei

∑n

k=1
pk(Xsk

−X′
rk

)
)

(2.7)

n∏
j=1

{f̂(εpj) − f̂(ε′pj)} dpj drj dsj.

On Dn(π, π′) we can write

n∑
k=1

pk(Xsk
−X ′

rk
) =

n∑
k=1

uπ,k(Xrπk
−Xrπk−1

)−
n∑

k=1

vπ′,k(X
′
sπ′

k

−X ′
sπ′

k−1

)(2.8)

where uπ,k =
∑n

j=k pπj
and vπ′,k =

∑n
j=k pπ′

j
. Hence on Dn(π, π′)

E
(
ei

∑n

k=1
pk(Xsk

−X′
rk

)
)

= e−
∑n

k=1
ψ(uπ,k)(rπk

−rπk−1
)e

−
∑n

k=1
ψ(vπ′,k)(sπ′

k
−sπ′

k−1
)
.

(2.9)
We will use the bound |f̂(εpj)− f̂(ε′pj)| ≤ C|ε−ε′|ρ|pj|ρ for any ρ ≤ 1. Using
the Cauchy-Schwarz inequality we have

∫

Rdn
E

(
ei

∑n

k=1
pk(Xsk

−X′
rk

)
) n∏

j=1

|pj|ρ dpj(2.10)

≤



∫

Rdn
e−2

∑n

k=1
ψ(uπ,k)(rπk

−rπk−1
)

n∏
j=1

|pj|ρ dpj




1/2




∫

Rdn
e
−2

∑n

k=1
ψ(vπ′,k)(sπ′

k
−sπ′

k−1
)

n∏
j=1

|pj|ρ dpj




1/2

.

Now
∏n

j=1 |pj| =
∏n

j=1 |pπj
| =

∏n
j=1 |uπ,j − uπ,j+1| ≤

∏n
j=1 |uπ,j| + |uπ,j+1| so

that, using (1.2) for the second inequality

∫

R2n
e−2

∑n

k=1
ψ(uπ,k)(rπk

−rπk−1
)

n∏
j=1

|pj|ρ dpj(2.11)

≤
∑
h

∫

Rn
e−2

∑n

k=1
ψ(uπ,k)(rπk

−rπk−1
)

n∏
j=1

|uπ,j|hjρ duπ,j
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≤
∑
h

∫

Rn
e−c

∑n

k=1
|uπ,k|β(rπk

−rπk−1
)

n∏
j=1

|uπ,j|hjρ duπ,j

≤ Cn
∑
h

n∏
j=1

(rπk
− rπk−1

)−(d+hjρ)/β

where the sum runs over all h = (h1, . . . , hn) such that each hj = 0, 1 or 2
and

∑n
j=1 hj = n.

Hence, taking ρ > 0 sufficiently small that (d + 2ρ)/2β < 1 we have

E

(∣∣∣∣∣
αt,ε − αt,ε′

|ε − ε′|ρ

∣∣∣∣∣
n)

≤ Cn(n!)2


∑

h

∫

r1<···<rn≤t

n∏
j=1

(rj − rj−1)
−(d+hjρ)/2β drj




2

≤ Cn

(
tn(1−(d+ρ)/2β) n!

Γ(n(1 − (d + ρ)/2β))

)2

≤ Cnt2n(1−(d+ρ)/2β)(n!)(d+ρ)/β.(2.12)

Hence by Holder’s inequality

E




∣∣∣∣∣
αt,ε − αt,ε′

|ε − ε′|ρ t2−(d+ρ)/β

∣∣∣∣∣
nβ/(d+ρ)


 ≤ E

(∣∣∣∣∣
αt,ε − αt,ε′

|ε − ε′|ρ t2−(d+ρ)/β

∣∣∣∣∣
n)β/(d+ρ)

≤ Cnn!(2.13)

Our Theorem follows easily from this.

If we set

αs,t,ε
def
=

∫ s

0

∫ t

0
fε(Xs − X ′

r) dr ds(2.14)

then by the same method we can show that

αs,t = lim
ε→0

αs,t,ε(2.15)

exists a.s. and in all Lp spaces and for some θ > 0

sup
s,t>0

E


exp



θ

∣∣∣∣∣
αs,t

(st)1−d/2β

∣∣∣∣∣
β/d






 < ∞.(2.16)

Let pt(x) denote the density function for Xt started at the origin.
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Theorem 6 Let Xt, X
′
t be independent copies of a symmetric stable process

of order d/2 < β < d in Rd. Let P (x0,y0) be the joint law of (Xt, X
′
t) when Xt

is started at x0 and X ′
t is started at y0. Then

E(x0,y0)(αs,t) ≤ cψ[s2−d/β + t2−d/β − (s + t)2−d/β](2.17)

where

cψ =
p1(0)

(d/β − 1)(2 − d/β)
.(2.18)

If x0 = y0, then we have equality in (2.17).
If β = d then we obtain

E(x0,y0)(αs,t) ≤ p1(0)[(s + t) log(s + t) − t log t − s log s](2.19)

with equality if x0 = y0.

Proof of Theorem 6: We have

E(x0,y0)
(∫ s

0

∫ t

0
fε(Xr − X ′

u) dr du
)

(2.20)

=
∫ s

0

∫ t

0

∫
fε(x − y)pr(x − x0)pu(y − y0)dx dy dr du

=
∫ s

0

∫ t

0

∫
fε(x)pr(x + y − (x0 − y0))pu(y)dx dy dr du

=
∫ s

0

∫ t

0

∫
fε(x)pr+u(x − (x0 − y0))dx dr du

where the last line follows from the semigroup property. Letting ε → 0 and
using the fact that (2.15) converges in L1,

E(x0,y0)(αs,t) =
∫ s

0

∫ t

0
pr+u(x0 − y0)dr du.

The right hand side is less than or equal to

∫ s

0

∫ t

0

p1(0)

(r + u)d/β
dr du

with equality when x0 = y0. Some routine calculus completes the proof.
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3 Renormalized self-intersection local times

Let Xt be a symmetric stable process of order β in Rd. For any random
variable Y we set {Y }0 = Y − E(Y ). For each bounded Borel set B ⊆ R2

+

let

γε(B) =
{∫

B

∫
fε(Xs − Xr) dr ds

}

0
.(3.1)

We set γt,ε = γε(Bt) where Bt = {(r, s) ∈ R2
+ | 0 ≤ r ≤ s ≤ t}.

Using the scaling Xλs
L
= λ1/βXs and fλε(x) = 1

λd fε(x/λ) we have

γε(B)
L
= λ−(2−d/β)γλ1/βε(λB).(3.2)

Theorem 7 Let Xt be a symmetric stable process of order β > 2d/3 in Rd.
Then for all ρ > 0 sufficiently small we can find some θ > 0 such that

sup
ε,ε′,t>0

E


exp



θ

∣∣∣∣∣
γt,ε − γt,ε′

|ε − ε′|ρ t2−(d+ρ)/β

∣∣∣∣∣
β/(d+ρ)






 < ∞.(3.3)

Proof of Theorem 7: Taking λ = 1/t and B = Bt in (3.2) we see that it
suffices to prove (3.3) when t = 1.

Let

An
k = [(2k − 2)2−n, (2k − 1)2−n] × [(2k − 1)2−n, (2k)2−n].(3.4)

Note that B1 = ∪∞
n=1 ∪2n−1

k=1 An
k so that for any ε > 0

γ1,ε =
∞∑

n=1

2n−1∑
k=1

γε(A
n
k).(3.5)

We will use the following lemma whose proof is given at the end of this
section.

Lemma 1 Let 0 < p ≤ 1 and let {Yk(ζ)}k≥1 be a family (indexed by ζ) of
sequences of i.i.d. real valued random functions such that E(Yk(ζ)) = 0 and

lim
θ→0

sup
ζ

Eeθ|Y1(ζ)|p = 1.(3.6)

Then for some λ > 0,

sup
n,ζ

E exp
{
λ

∣∣∣
n∑

k=1

Yk(ζ)/
√

n
∣∣∣p

}
< ∞.(3.7)
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By (2.4), for some ρ > 0

lim
θ→0

sup
ε,ε′>0

E


exp



θ

∣∣∣∣∣
γε(A

1
1) − γε′(A

1
1)

|ε − ε′|ρ

∣∣∣∣∣
β/(d+ρ)






 = 1.(3.8)

Hence by our lemma, for some λ > 0,

eφ =: sup
N,ε,ε′>0

(
E


exp



λ

∣∣∣∣∣
∑2N−1

k=1 {γε(2
(N−1)AN

k ) − γε′(2
(N−1)AN

k )}
2(N−1)/2|ε − ε′|ρ

∣∣∣∣∣
β/(d+ρ)








)
< ∞.

(3.9)
Since β > 2

3
d, for ρ > 0 sufficiently small

a =:
3

2
β/(d + ρ) − 1 > 0(3.10)

Write

b1 = λ2−a and bN = λ2−a
N∏

j=2

(1 − 2−aj) N = 2, 3, · · ·(3.11)

Then for any integer N ≥ 1, by Holder’s inequality

Ψε,ε′,N =: E


exp



bN

∣∣∣∣∣
∑N

n=1

∑2n−1

k=1 {γε(A
n
k) − γε′(A

n
k)}

|ε − ε′|ρ

∣∣∣∣∣
β/(d+ρ)






(3.12)

≤
(
E


exp





bN

(1 − 2−aN)

∣∣∣∣∣
∑N−1

n=1

∑2n−1

k=1 {γε(A
n
k) − γε′(A

n
k)}

|ε − ε′|ρ

∣∣∣∣∣
β/(d+ρ)








)1−2−aN

×
(
E


exp



bN2aN

∣∣∣∣∣
∑2N−1

k=1 {γε(A
N
k ) − γε′(A

N
k )}

|ε − ε′|ρ

∣∣∣∣∣
β/(d+ρ)








)2−aN

Taking λ = 2N−1 in (3.2) we see that

2N−1∑
k=1

{γε(A
N
k ) − γε′(A

N
k )}(3.13)

L
= 2−(2−d/β)(N−1)

2N−1∑
k=1

{γε2(N−1)/β(2(N−1)AN
k ) − γ2(N−1)/βε′(2

(N−1)AN
k )}.

Using (3.10), we note that
(

2 − d

β

)
− ρ

β
− a

(d + ρ)

β
= 1/2.(3.14)
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Hence

2aN

∣∣∣∣∣
∑2N−1

k=1 {γε(A
N
k ) − γε′(A

N
k )}

|ε − ε′|ρ

∣∣∣∣∣
β/(d+ρ)

(3.15)

≤ 2a

∣∣∣∣∣
∑2N−1

k=1 {γε2(N−1)/β(2(N−1)AN
k ) − γε′2(N−1)/β(2(N−1)AN

k )}
2(N−1)/2|ε2(N−1)/β − ε′2(N−1)/β|ρ

∣∣∣∣∣
β/(d+ρ)

Using this, (3.9), and the fact that bN2a ≤ λ for the last line of (3.12),
and (3.11) and the fact that 1 − 2−aN < 1 for the second line of (3.12) we
have that

Ψε,ε′,N ≤ Ψε,ε′,N−1 exp{φ2−aN}.(3.16)

Inductively,
Ψε,ε′,N ≤ exp {φ2−a(1 − 2−a)−1}

Letting N → ∞, our Theorem follows by (3.5) and Fatou’s lemma.

It follows from our Theorem and Kolmogorov’s continuity theorem that

γt =: lim
ε→0

γε,t(3.17)

exists a.s and in all Lp spaces.
Furthermore, it follows from our Theorem that for some ρ, θ > 0

sup
ε,t>0

E


exp



θ

∣∣∣∣∣
γt − γt,ε

|ε|ρ t2−(d+ρ)/β

∣∣∣∣∣
β/(d+ρ)






 < ∞.(3.18)

Note that, since for ρ > 0 sufficiently small β/(d + ρ) > 1/2, it follows
that for any λ, δ > 0

E(exp{λ|γt − γt,ε|1/2}) ≤ eλδt + E(exp{λ|γt − γt,ε|1/2}1{|γt−γt,ε|≥(δt)2})(3.19)

≤ eλδt + E


exp



λ

∣∣∣∣∣
γt − γt,ε

(δt)2−(d+ρ)/β

∣∣∣∣∣
β/(d+ρ)






 .

Using (3.18) we conclude that for any λ > 0

lim sup
ε→0

lim sup
t→∞

1

t
log E(exp{λ|γt − γt,ε|1/2}) = 0.(3.20)
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For later reference we note that arguments similar to those used in proving
our Theorem show that for some θ > 0

sup
t>0

E


exp



θ

∣∣∣∣∣
γt

t2−d/β

∣∣∣∣∣
β/d






 < ∞.(3.21)

(In fact, by scaling we only need this for t = 1).
Proof of Lemma 1: Let ψp(x) = exp − 1 for large x and linear near the

origin so that ψp(x) is convex. We use ‖·‖ψp to denote the norm of the Orlicz
space Lψp with Young’s function ψp. The assumption (3.6) of our Lemma
implies that for some M < ∞

sup
ζ

‖Y1(ζ)‖ψp ≤ M.(3.22)

By Theorem 6.21 of [17], if ξk are i.i.d. copies of a mean zero random variable
ξ1 ∈ Lψp then for some constant Kp depending only on p

∥∥∥∥∥
n∑

k=1

ξk

∥∥∥∥∥
ψp

≤ Kp




∥∥∥∥∥
n∑

k=1

ξk

∥∥∥∥∥
L1

+
∥∥∥∥ max
1≤k≤n

|ξk|
∥∥∥∥

ψp


 .

Using Prop 4.3.1 of [11], for some constant Cp depending only on p

∥∥∥∥ max
1≤k≤n

|ξk|
∥∥∥∥

ψp

≤ Cp(log n)‖ξ1‖ψp .

Since the ξk are i.i.d. and mean zero

‖
n∑

k=1

ξk‖L1 ≤ ‖
n∑

k=1

ξk‖L2 ≤
√

n‖ξ1‖L2 .

Thus we have
∥∥∥∥∥

n∑
k=1

ξk/
√

n

∥∥∥∥∥
ψp

≤ Dp

(
‖ξ1‖L2 +

log n√
n
‖ξ1‖ψp

)

for some constant Dp depending only on p. Our Lemma follows immediately
from this.
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4 Large deviations for renormalized self-intersection

local times

Let
Eψ(f, f) =:

∫

Rd
ψ(λ)|f̂(λ)|2 dλ.(4.1)

and set
Fψ = {f ∈ L2(Rd) | ‖f‖2 = 1 , Eψ(f, f) < ∞}.(4.2)

The following Lemma is proven is Section 2 of [8].

Lemma 2 If β > d/2 then for any λ > 0

Mψ(λ) =: sup
f∈Fψ

{
λ‖f‖2

4 − Eψ(f, f)
}

< ∞.(4.3)

and
Mψ(λ) = λ2β/(2β−d)Mψ(1).(4.4)

Furthermore,

κψ =: inf
{
C

∣∣∣ ‖f‖2p ≤ C‖f‖1−d/2β
2 [E1/2

ψ (f, f)]d/2β
}

< ∞(4.5)

and

Mψ(1) =
2β − d

d

(
dκ2

ψ

2β

)2β/(2β−d)

.(4.6)

We write Mψ = Mψ(1) and let

Kψ =
d

β

(
2β − d

2βMψ

)(2β−d)/d

.(4.7)

Proof of Theorem 1: We show that if Xt is a symmetric stable process of
order β > 2d/3 in Rd then

lim
t→∞

1

t
log P{γt ≥ t2} = −2β/d−1Kψ.(4.8)

Let h be a positive, symmetric function in the Schwartz class S(Rd) with∫
h dx = 1, and note that f = h ∗ h has the same properties and fε = hε ∗ hε.

13



Using this, observe that

∫ t

0

∫ s

0
fε(Xs − Xr) dr ds(4.9)

=
1

2

∫ t

0

∫ t

0
fε(Xs − Xr) dr ds

=
1

2

∫

Rd

(∫ t

0
hε(Xs − x) ds

)2

dx

hence, by Theorem 5 of [8], for any λ > 0,

lim
t→∞

1

t
log E exp

{
λ

( ∫ t

0

∫ s

0
fε(Xs − Xr)drds

)1/2}
(4.10)

= lim
t→∞

1

t
log E exp

{
λ√
2

( ∫

Rd

(∫ t

0
hε(Xs − x) ds

)2

dx
)1/2}

= sup
g∈Fψ

{
λ√
2

( ∫

Rd
|(g2 ∗ hε)(x)|2dx

)1/2

− Eψ(g, g)
}
.

For each fixed ε > 0

E
(∫ t

0

∫ s

0
fε(Xs − Xr) dr ds

)
(4.11)

=
∫

Rd

∫ t

0

∫ s

0
E

(
eip·(Xs−Xr)

)
dr dsf̂(εp) dp

=
∫

Rd

∫ t

0

∫ s

0
e−(s−r)pβ

dr dsf̂(εp) dp

≤ Ct
∫

Rd

1

pβ
f̂(εp) dp = O(t)

if β < d. (When β = d we can easily obtain O(t1+δ) for any δ > 0). Using
(3.20) we conclude that for any λ > 0

lim sup
ε→0

lim sup
t→∞

1

t
log E(exp{λ|γt−

∫ t

0

∫ s

0
fε(Xs−Xr) dr ds|1/2}) = 0.

(4.12)
Hence using (4.10) together with the argument used to take the ε → 0

limit in [8] and then recalling (4.4)

lim
t→∞

1

t
log E exp

{
λ|γt|1/2

}
(4.13)
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= lim
ε→0

sup
g∈Fψ

{
λ√
2

( ∫

Rd
|(g2 ∗ hε)(x)|2dx

)1/2

− Eψ(g, g)
}

= sup
g∈Fψ

{
λ√
2

( ∫

Rd
g4(x)dx

)1/2

− Eψ(g, g)
}

=

(
λ√
2

) 2β
2β−d

Mψ.

By the Gärtner-Ellis Theorem, [9, Theorem 2.3.6]

lim sup
t→∞

1

t
log P

{
|γt| ≥ t2

}
(4.14)

= − sup
λ>0

{λ −
(

λ√
2

) 2β
2β−d

Mψ} = −2
β
d
−1 d

β

(2β − d

2βMψ

) 2β−d
d

On the other hand, writing γt = γ+
t − γ−

t and using the positivity of∫ t
0

∫ s
0 fε(Xs − Xr) dr ds and (4.12) we have that for any λ

lim sup
t→∞

1

t
log E(exp{λ|γ−

t |1/2}) = 0.(4.15)

Our Theorem then follows.

5 The lower tail; β < d

Proof of Theorem 2 when β < d: Let B([s, t]) =: γ({(u, v) | s ≤ u ≤ v ≤ t})
and note that γ([0, s; s, t])

d
= {αs,t−s}0. Thus for any positive s and t,

γs+t(5.1)

= γs + B([s, s + t]) + γ([0, s]; [s, s + t])

≥ γs + B([s, s + t]) − Eα([0, s]; [s, s + t]).

γs ∈ Fs, B([s, s + t]) is independent of Fs, and B([s, s + t]) has the same
distribution as γt. Define

Zt = cψt2−d/β − γt, Zs,t = cψt2−d/β − B([s, s + t])(5.2)
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By the above {Zs,t; t ≥ 0} is independent of {Zu; u ≤ s} and we have

{Zs,t; t ≥ 0} d
= {Zt; t ≥ 0}. Using (5.1) and Theorem 6 we have that for

any s, t > 0,
Zs+t ≤ Zs + Zs,t.(5.3)

Given a > 0, define
τa = inf{s; Zs ≥ a}

By continuity Zτa = a on τa < ∞. Let

φ(h) = sup
0≤s,t≤1

|t−s|≤h

|Zt − Zs|(5.4)

Fix a, b, n > 0 and 0 < δ < a, b.

P{sup
t≤1

Zt ≥ a + b , φ(1/n) ≤ δ}(5.5)

=
n−2∑
j=0

P{sup
t≤1

Zt ≥ a + b , φ(1/n) ≤ δ, j/n ≤ τa < (j + 1)/n}

≤
n−2∑
j=0

P{sup
t≤1

Z(j+1)/n,t ≥ b − δ, j/n ≤ τa < (j + 1)/n}

=
n−2∑
j=0

P{sup
t≤1

Z(j+1)/n,t ≥ b − δ}P{j/n ≤ τa < (j + 1)/n}

≤ P{sup
t≤1

Zt ≥ a}P{sup
t≤1

Zt ≥ b − δ}.

Using the continuity of Zs and first taking n → ∞ and then δ → 0 we obtain

P{sup
t≤1

Zt ≥ a + b} ≤ P{sup
t≤1

Zt ≥ a}P{sup
t≤1

Zt ≥ b}.(5.6)

Hence, there is c > 0 such that for some λ0 < ∞
P{sup

t≤1
Zt ≥ λ} ≤ e−cλ, ∀λ > λ0(5.7)

so that
E exp

{
c0 sup

t≤1
Zt

}
< ∞(5.8)

for some c0 > 0. Then by the sub-additivity (5.3) and what we have just
proven, there is c0 > 0 such that

E exp
{
c0 sup

t≤n
Zt

}
≤

(
E exp

{
c0 sup

t≤1
Zt

})n

< ∞

16



for all n. Then by the scaling (1.10) we see that (5.8) holds for all c0 > 0.
Therefore, we have

E exp
{
c sup

t≤n
{−γt}

}
< ∞, ∀c, n > 0.(5.9)

Setting now
aλ(t) = log

(
E exp {λZt}

)
,

by the sub-additivity (5.3) we have that for any positive s, t, λ,

aλ(s + t) ≤ aλ(s) + aλ(t).(5.10)

Consequently,

lim
t→∞

1

t
aλ(t) = inf

t≥1
{1

t
aλ(t)} =: Lλ < ∞(5.11)

where the last inequality folllows from (5.9). Note that

aλ(t) = λcβt2−d/β + log
(
E exp { − λγt}

)

with 2 − d/β < 1, so that (5.11) implies that for any λ > 0

lim
t→∞

1

t
log

(
E exp { − λγt}

)
= Lλ < ∞.(5.12)

It follows from Theorem 8, immediately following, that Lλ0 > 0 for some
0 < λ0 < ∞. Using the scaling (1.10) it follows from (5.12) that for any
λ > 0

lim
t→∞

1

t
log

(
E exp { − λγt}

)
= λβ/(2β−d)λ

−β/(2β−d)
0 Lλ0 .(5.13)

It then follows by the Gärtner-Ellis Theorem, compare (4.13)-(4.14), that

lim
t→∞

t−1 log P
{
− γt ≥ t

}
= −bψ(5.14)

with bψ =
(

d−β
β

) (
2β−d
βLλ0

) 2β−d
d−β

λ
β/(d−β)
0 . This will complete the proof of Theo-

rem 2 when β < d.

Theorem 8 Let Xt be a symmetric stable process of order 2d/3 < β < d in
Rd. There exist constants c1, c2 > 0 such that

P (−γn ≥ c1n) ≥ cn
2 .(5.15)
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Proof of Theorem 8: Let A(I; J) denote the intersection local time be-
tween X(I) and X(J), where X(I) = {Xs : s ∈ I} for an interval I and let
B(I) denote the renormalized self-intersection local time of X(I). ε < 1/4
will be chosen later. Set M = ε−1. First of all, −B([0, 1]) has mean 0 and is
not identically zero. So there exist positive constants κ1, κ2 not depending
on ε such that

P (−B([0, 1]) > κ1) > κ2.

By scaling,
P (−B([ε2, 1 − ε2]) > κ1/2) > κ2.

If we choose ε small enough, by the fact that the paths of Xt are right
continuous with left limits,

P ( sup
ε2≤s≤1−ε2

|Xs − Xε2 | > M/2) ≤ κ2/2.

Therefore if

E1 =

{
−B([ε2, 1 − ε2]) > κ1/2, sup

ε2≤s≤1−ε2
|Xs − Xε2 | ≤ M/2

}
,

then
P (E1) ≥ κ2/2.

Let Sk = B((Mk, 0), ε2) and let Qk be the square which has one diagonal
going from (Mk − 4ε, 0) to (M(k + 1) + 4ε, 0). Let zk be the center of Qk,
that is, zk = (M(k + 1

2
), 0). Let

E2 =
{
Xε2 ∈ B(zk, 1) and for s ∈ [0, ε2], Xs ∈ Qk

}
.

Let
E3 =

{
Xε2 ∈ Sk+1 and for s ∈ [0, ε2], Xs ∈ Qk

}
.

Lemma 3 (a) There exists c3 such that if x ∈ Sk and ε is sufficiently small,
then

P x(E2) ≥ c3ε
4+β.

(b) If x ∈ B(zk, M/2) and ε is sufficiently small, then

P x(E3) ≥ c3ε
6+β.
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Proof of Lemma 3: (a) Let τ = inf{t : |Xt − X0| > ε/2}. By scaling and
the fact that β > 1, P (sups≤ε2 |Xs − X0| > ε/2) → 0 as ε → 0. So by taking
ε small enough, we may assume that

P x(τ ≤ ε2) ≤ 1/2

for all x.
By the Lévy system formula for stable processes (see [2], Lemma 2.3, for

example),

P x(Xτ∧ε2 ∈ B(zk, 1/2)) ≥ Ex
∑

s≤τ∧ε2

1(Xs−∈B((Mk,0),ε/2))1(Xs∈B(zk,1/2))(5.16)

= Ex
∫ τ∧ε2

0

∫

B(zk,1/2)
n(Xs, z)dz ds,

where n(y, z) = c4|y − z|−2−β. Since n(y, z) is bounded below by c4M
−2−β if

y ∈ B((Mk, 0), 2ε) and z ∈ B(zk, 1/2), we see

P x(Xτ∧ε2 ∈ B(zk, 1/2)) ≥ c4ε
2+βEx[τ ∧ ε2] ≥ c4ε

2+βEx[ε2; τ > ε2](5.17)

= c4ε
2+βε2P x(τ > ε2) ≥ c3ε

4+β/2

We noted in the first paragraph of the proof that there is probability at
least 1/2 that Xt moves no more than ε/2 in time ε2. So by using the strong
Markov property at time τ , there is probability at least c4ε

4+β/4 that Xt

exits Sk by time ε2, jumps to B(zk, 1/2), and then stays in B(zk, 1) until
time τ + ε2. But this event is contained in E2.

(b) The proof of (b) is similar. Using the Lévy system formula,

P x(Xτ∧ε2 ∈ B((M(k + 1), 0), ε/2) ≥ Ex
∫ τ∧ε2

0

∫

B((M(k+1),0),ε/2)
n(Xs, z)dz ds.

This in turn is greater than or equal to

c5ε
2M−2−βEx[τ ∧ ε2] ≥ c6ε

6+β.

We chose ε so that the probability that Xt moves no more than ε/2 in time
ε2 is at least 1/2. Using the strong Markov property at time τ , there is
probability at least c6ε

6+β/2 that the process exits B(x, ε/2) by time ε2,
jumps to B((M(k +1), 0), ε/2), and then moves no more than ε/2 in time ε2.
This event is contained in E3, and (b) follows. This completes the proof of
Lemma 3.
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Let

E ′
3 = E3 ◦ θ1−ε2 = {X1 ∈ Sk+1 and for s ∈ [1 − ε2, 1], Xs ∈ Qk}.

Using Lemma 3 and the Markov property at times ε2 and 1 − ε2,

P x(E1 ∩ E2 ∩ E ′
3) ≥ c2

3ε
10+2βκ2/2.(5.18)

Let

E4 =
{
B[0, ε2] > κ1/16

}
,(5.19)

E5 =
{
B[1 − ε2, 1] > κ1/16

}
,

E6 =
{
A([0, ε2]; [ε2, 1]) > κ1/16

}
,

E7 =
{
A([0, 1 − ε2]; [1 − ε2, 1]) > κ1/16

}
.

Lemma 4 There exist c7, c8 and b not depending on ε such that

P (E4) + P (E5) + P (E6) + P (E7) ≤ c7e
−c8/εb

.

Proof of Lemma 4: The estimates for E4 and E5 follow from the scaling
(1.10) and (1.11). By (2.16)

P (A[0, 1]; [1, 1 + a]) > λ) ≤ c9e
−c10λβ/d/aβ/d−1/2

.(5.20)

This and scaling give us the desired estimates for E6 and E7. This completes
the proof of Lemma 4.

Recall that the occupation measure µX
T is defined as

µX
t (A) =

∫ t

0
1A(Xs) ds

for all Borel sets A ⊆ Rd. If ps(x) is the probability density function for Xs

and u(x) =
∫ ∞
0 ps(x) ds is the 0-potential density for X it is easily checked

that

Ex
({

µX
∞(A)

}n)
= n!

∫ n∏
j=1

u(xi − xi−1)1A(xi) dxi(5.21)

where x0 = x. Hence if

cA = sup
x

∫
u(x − y)1A(y) dy(5.22)
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we have that supx Ex
({

µX
∞(A)

}n)
≤ n!cn

A and thus

sup
x

Ex
(
exp

{
µX
∞(A)/2cA

})
≤ 2

so that by Chebycheff

sup
x

P x
(
µX
∞(A) ≥ 2λcA

)
≤ 2e−λ.(5.23)

Let B(x, r) denote the open ball of radius r centered at x.

Lemma 5 Let δ ∈ (0, 2β − 2) and M > 2. There exist constants c11 and c12

depending only on M and δ such that

P

(
sup

|x|≤M,0<r≤1

µX
∞(B(x, r))

rβ−δ
> λ

)
≤ c11M

2e−c12λ.(5.24)

Proof of Lemma 5: First fix x and r. Since u(y−z) ≤ c13|y−z|β−2, using
symmetry cB(x,r) is bounded by

∫

B(x,r)
c13|x − z|β−2dz = c14r

β.

Applying (5.23),

P (µX
∞(B(x, r)) > λrβ−δ) ≤ 2e−c15λr−δ

.(5.25)

Suppose now that µX
∞(B(x, r)) > λrβ−δ for some |x| ≤ M and some

r ∈ (0, 1). Choose k such that 2−k−1 ≤ r < 2−k and choose x′ so that both
coordinates of x′ are integer multiples of 2−k and |x− x′| ≤ 2−k+1. Therefore

µX
∞(B(x′, 2−k+3)) > c16λ(2−k+3)β−δ,

where c16 does not depend on k.
Since there are at most c17M

222k points in B(0, 2M) such that both
coordinates are integer multiples of 2−k, then if 2−k−1 ≤ r < 2−k,

P

(
sup
|x|≤M

µX
∞(B(x, r))

rβ−δ
> c16λ

)
≤ c182

2kM2e−c18λ2−δk

.(5.26)

Summing the right hand side of (5.26) over k from −4 to ∞ yields the right
hand side of (5.24). This completes the proof of Lemma 5.
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By Lemma 5 it follows that

P

(
sup

|x|≤M,0<r≤1

µX
∞(B(x, r))

rβ−δ
> κ1 log2(1/ε)/8

)
≤ c2

3ε
10+2βκ2/4(5.27)

if ε is small enough.
Let µX

t,t′(A) =
∫ t′

t 1A(Xs) ds and set

Dk =

{
Xk ∈ Sk, Xk+1 ∈ Sk+1, and for k ≤ s ≤ k + 1, Xs ∈ Qk,

−B[0, 1] ≥ κ1/4, sup
|x|≤M,0<r≤1

µX
k,k+1(B(x, r))

rβ−δ
≤ κ1 log2(1/ε)/8

}
.

By (5.18), Lemma 4, (5.27) and the Markov property

P (Dk | Fk) ≥ c19ε
10+2βκ2/4

on Dk−1.
Let

Fk = {A([k − 1, k]; [k, k + 1]) ≤ κ1/8}, F0 = Ω,

and
Lk = Dk ∩ Fk.

Lemma 6 Let δ ∈ (0, 2β − 2). We have

P (F c
k ∩ Dk | Fk) ≤ c20e

−c21/ε2β−2−δ

on the event ∩k−1
j=1Lj.

Proof of Lemma 6: When k = 0 there is nothing to prove, so let us
suppose k ≥ 1. As before, A([k − 1, k]; [k, k + 1]) has the distribution of
α1, and using the properties of Dk−1, Dk and the Markov property we have,
recalling (2.1),

P (F c
k ∩ Dk | Fk)(5.28)

≤ sup
x∈Sk, X′∈D′

k

P x
X

(
lim
ρ→0

∫ 1

0

∫ 1

0
fρ(Xs − X ′

r)1Qk
(Xs) dr ds ≥ κ1/8

)
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where P x
X denotes probability with respect to the process X, while the inde-

pendent process X ′ is fixed, and

D′
k =

{
µX′

1 (·) is supported on Qk−1, sup
|x|≤M,0<r≤1

µX′
1 (B(x, r))

rβ−δ
≤ κ1 log2(1/ε)/8

}
.

We have

Ex
X

({
lim
ρ→0

∫ ∞

0

∫ 1

0
fρ(Xs − X ′

r)1Qk
(Xs) dr ds

}n
)

(5.29)

= n! lim
ρ→0

∫

[0,1]nd

∫

Rnd

n∏
j=1

u(xi − xi−1)fρ(xi − X ′
ri
)1Qk

(xi) dxi dri

= n!
∫

Rnd

n∏
j=1

u(xi − xi−1)1Qk
(xi) dµX′

1 (xi)

with x0 = x and the interchange of limit and expectation can be justified as
in section 2. As in the proof of (5.23) it then follows that P (F c

k ∩Dk | Fk) ≤
c22e

−c23/c̄ where

c̄ = sup
x∈Qk−1∩Qk, X′∈D′

k

∫

Rd
u(y − x)1Qk

(y) dµX′
1 (y).(5.30)

Since µ is supported on Qk−1 and Qk−1 ∩Qk ⊂ B((Mk, 0), 16ε), if we choose
k0 so that 32ε ≥ 2−k0 ≥ 16ε, we have that the right hand side of (5.30) is
bounded by

∞∑
k=k0

∫

B(x,2−k)\B(x,2−k−1)
u(y − x) dµX′

1 (y)(5.31)

≤ c24

∞∑
k=k0

(2−k)β−2µX′
1 (B(x, 2−k))

≤ c25

∞∑
k=k0

2−k(β−2)(2−k)β−δ

= c25

∞∑
k=k0

2−k(2β−2−δ) ≤ c26ε
2β−2−δ.

This completes the proof of Lemma 6.

If ε is small enough, we thus conclude that

P (Lk | Fk) ≥ c27ε
10+2βκ2/8 (7)
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on the event ∩k−1
j=1Lj. Take ε sufficiently small, but now fix it, and let κ3 =

c27ε
4+βκ2/8. We have

P (∩k
j=1Lj) = E[P (Lk | Fk);∩k−1

j=1Lj] ≥ κ3P (∩k−1
j=1Lj).

By induction,
P (∩n

j=1Lj) ≥ κn
3 .

On the event Mn = ∩n
j=1Lj we have that Xs ∈ Qk if k ≤ s ≤ k + 1, and

so there are no intersections between X(Ii) and X(Ij) if |i − j| > 1, where
Ii = [i, i + 1]. Furthermore, on Mn, we have

n∑
k=0

−B(Ik) ≥ κ1n/4,

while
n∑

k=0

A(Ik; Ik+1) ≤ κ1n/8.

Since

−B([0, n]) ≥
n∑

k=0

−B(Ik) −
n∑

k=0

A(Ik; Ik+1) ≥ κ1n/8

on the event Mn and P (Mn) ≥ κn
3 , Theorem 8 is proved.

6 The lower tail; β = d

In this section we prove Theorem 2 in the critical cases where β = d. This
includes planar Brownian motion and the one-dimensional symmetric Cauchy
process.

By (2.19) we have

E(α(s, t)) = p1(0)
{
(s + t) log(s + t) − s log s − t log t

}
.(6.1)

Write
ηt = −γt − p1(0)t log t(6.2)

We have that η0 = 0 and, as in the proof of (5.3), for any s, t > 0, ηs+t ≤
ηs + η′

t, where {η′
v; v ≥ s} is independent of {ηu; u ≤ s} and η′

t
d
= ηt. So

by the argument used to obtain (5.9) and (5.10) we obtain

E

(
exp {c sup

t≤1
ηt}

)
< ∞, ∀c > 0,(6.3)
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and

E

(
exp

{ 1

p1(0)
ηs+t

})
≤ E

(
exp

{ 1

p1(0)
ηs

})
E

(
exp

{ 1

p1(0)
ηt

})
, ∀s, t ≥ 0.

(6.4)
Therefore there is a constant −∞ ≤ A < ∞ such that

lim
t→∞

t−1 log E

(
exp

{ 1

p1(0)
ηt

})
= A(6.5)

or equivalently

lim
t→∞

t−1 log

(
t−tE

(
exp

{
− 1

p1(0)
γt

}) )
= A(6.6)

Take t = n to be an integer. By scaling and Stirling’s formula,

lim
n→∞

1

n
log

(
(n!)−1E

(
exp

{
− n

p1(0)
γ1

}) )
= A + 1(6.7)

By [12, Lemma 2.3]

lim
t→∞

t−1 log P
{

exp
{
− 1

p1(0)
γ1

}
≥ t

}
= −e−A−1 ≡ −bψ(6.8)

or equivalently

lim
t→∞

t−1 log P
{
− γ1 ≥ p1(0) log t

}
= −L(6.9)

which proves (1.9). It remains to show that bψ < ∞. That bψ < ∞ for the
β = d = 2 case was shown in [4, Section 5]. A very similar proof takes care of
the β = d = 1 case. Note that the proof in [4] does not rely on the continuity
of Brownian paths. Instead of the t1/2 scaling there, we now have t1 scaling.
Instead of 1/(2π), we now have p1(0), which in the β = d = 1 case is equal
to 1/π. This completes the proof of Theorem 2.

7 The limsup result

Proof of Theorem 3: We begin with a lemma.
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Lemma 7 If a < aψ, there exists C < ∞ such that

P

(
sup
t≤1

γt ≥ ud/β

)
≤ Ce−au, u > 0.(7.1)

Proof of Lemma 7: It follows from (4.8) and scaling that

sup
t≤1

P
(
γt ≥ ud/β

)
≤ Ce−au, u > 0.(7.2)

Let B([s, t]) =: γ({(u, v) | s ≤ u ≤ v ≤ t}). For any s < t

γt − γs = γ([0, s; s, t]) + B([s, t])(7.3)

with γ([0, s; s, t])
d
= {αs,t−s}0 and B([s, t])

d
= γt−s.

It follows from (2.16) and (3.21) that for some θ > 0

sup
s<t≤1

E


exp



θ

∣∣∣∣∣
γt − γs

(t − s)1−d/2β

∣∣∣∣∣
β/d






 < ∞(7.4)

hence by Chebycheff that for some c > 0

P
(
|γt − γs| ≥ ud/β

)
≤ Ce−cu/(t−s)ζ

, u > 0(7.5)

uniformly in 0 ≤ s < t ≤ 1 where ζ = β/d − 1/2 > 0. Our lemma then
follows from the chaining argument used to in the proof of Proposition 4.1
of [4].

It is now straightforward to use scaling and Borel-Cantelli to get

Lemma 8

lim sup
t→∞

γt

t(2−d/β)(log log t)d/β
≤ a

−d/β
ψ a.s.(7.6)

Proof of Lemma 8: Let M > 1/aψ. Choose ε > 0 small and q > 1 close
to 1 so that M(aβ − 2ε)/q2ζ > 1. Let tn = qn and let

Cn = {sup
s≤tn

γs > t
(2−d/β)
n−1 (M log log tn−1)

d/β}(7.7)
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By Lemma 7 and scaling the probability of Cn is bounded by

c1e
−(aβ−ε)M(tn−1/tn)2ζ log log tn−1 .

By our choices of ε and q this is summable, so by Borel-Cantelli the prob-
ability that Cn happens infinitely often is zero. To complete the proof we
point out that if γt > t(2−d/β)(M log log t)d/β for some t ∈ [tn−1, tn], then the
event Cn occurs. This completes the proof of Lemma 8.

To finish the proof of Theorem 3 we prove

Lemma 9

lim sup
t→∞

γt

t(2−d/β)(log log t)d/β
≥ a

−d/β
ψ a.s.(7.8)

Proof of Lemma 9: Let a > aβ and let a′ be the midpoint of (aβ, a). Then
by (4.8)

P (γ1 ≥ (u log log t)d/β) ≥ c2e
−a′u log log t, u > 0.(7.9)

Let δ > 0 be small enough so that (1 + δ)a′/a < 1 and set tn = en1+δ
. Recall

that B([s, t])
d
= γt−s. Using (7.9) and scaling, it is straightforward to obtain

∞∑
n=1

P


B([tn−1, tn]) > t(2−d/β)

n

(
log log tn

a

)d/β

 = ∞.

Using the fact that different pieces of the path of a stable process are inde-
pendent and Borel-Cantelli,

lim sup
n→∞

B([tn−1, tn])

t
(2−d/β)
n (log log tn)d/β

>
1

ad/β
, a.s.(7.10)

Let ε > 0. From (3.21), scaling, and Borel–Cantelli it follows that

|B([0, tn−1])| = |γtn−1 | = O(εt(2−d/β)
n (log log tn)d/β), a.s.(7.11)

Since

γtn = B([0, tn])(7.12)

= B([tn−1, tn]) + B([0, tn−1]) + γ([0, tn−1]; [tn−1, tn])
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and γ([0, s]; [s, t])
d
= {αs,t−s}0 with αs,t−s ≥ 0, we have our result from (7.10),

(7.11), (7.12) and the fact, from Theorem 6, that

Eatn−1,tn−tn−1 ≤ Eαtn = c6t
(2−d/β)
n = o(t(2−d/β)

n (log log tn)d/β).

This completes the proof of Lemma 9.

Lemmas 8 and Lemma 9 together imply Theorem 3.

8 The liminf result

Proof of Theorem 4: We consider first the case when β < d. Let Dt = −γt.
We begin with a lemma.

Lemma 10 If b < bψ, there exists C < ∞ such that

P

(
sup
t≤1

Dt ≥ ud/β−1

)
≤ Ce−bu, u > 0.(8.1)

Proof of Lemma 10: It follows from (1.8) and scaling (1.10) that

lim
u→∞

u−1 log P
{
D1 ≥ ud/β−1

}
= −bψ.(8.2)

Scaling once more shows that for any t > 0

P
(
Dt ≥ ud/β−1

)
≤ Ce−bu/tρ , u > 0(8.3)

with ρ = (2 − d/β)/(d/β − 1) > 0. For any s < t

Dt − Ds = −γ([0, s; s, t]) − B([s, t])(8.4)

≤ E(αs,t−s) − B([s, t])

≤ cβ(t − s)2−2/β − B([s, t])

with −B([s, t])=:Dt−s and we have used Theorem 6

E(αs,t−s) = cβ[s2−2/β + (t − s)2−2/β − t2−2/β] ≤ cβ(t − s)2−2/β.(8.5)

Our lemma then follows from the chaining argument used to in the proof
of Proposition 4.1 of [4].

It is now straightforward to use scaling and Borel-Cantelli to get
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Lemma 11

lim sup
t→∞

Dt

t(2−d/β)(log log t)d/β−1
≤ b

−(d/β−1)
ψ a.s.(8.6)

Proof of Lemma 11: Let M > 1/bψ. Choose ε > 0 small and q > 1 close
to 1 so that M(bβ − 2ε)/qρ > 1. Let tn = qn and let

Cn = {sup
s≤tn

Ds > t
(2−d/β)
n−1 (M log log tn−1)

d/β−1}(8.7)

By Lemma 7 and scaling the probability of Cn is bounded by

c1e
−(bβ−ε)M(tn−1/tn)ρ log log tn−1 .

By our choices of ε and q this is summable, so by Borel-Cantelli the prob-
ability that Cn happens infinitely often is zero. To complete the proof we
point out that if Dt > t(2−d/β)(M log log t)d/β−1 for some t ∈ [tn−1, tn], then
the event Cn occurs. This completes the proof of Lemma 11.

To finish the proof of Theorem 4 when β < d we prove

Lemma 12

lim sup
t→∞

Dt

t(2−d/β)(log log t)d/β−1
≥ b

−(d/β−1)
ψ a.s.(8.8)

Proof of Lemma 12: Let b > bψ and let b′ be the midpoint of (bβ, b). Then
by (8.2)

P (D1 ≥ (u log log t)d/β−1) ≥ c2e
−b′u log log t, u > 0.(8.9)

Let δ > 0 be small enough so that (1 + δ)b′/b < 1 and set tn = en1+δ
. Recall

that B([s, t])
d
= γt−s. Using (8.9) and scaling, it is straightforward to obtain

∞∑
n=1

P


−B([tn−1, tn]) > t(2−d/β)

n

(
log log tn

b

)d/β−1

 = ∞.

Using the fact that different pieces of the path of a stable process are inde-
pendent and Borel-Cantelli,

lim sup
n→∞

−B([tn−1, tn])

t
(2−d/β)
n (log log tn)d/β−1

>
1

bd/β−1
, a.s.(8.10)
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Let ε > 0. From (3.21), scaling, and Borel–Cantelli it follows that

|B([0, tn−1])| = |γtn−1| = O(εt(2−d/β)
n (log log tn)d/β−1), a.s.(8.11)

Note that

Dtn = −B([0, tn])(8.12)

= −B([tn−1, tn]) − B([0, tn−1]) − γ([0, tn−1]; [tn−1, tn])

and γ([0, s]; [s, t])
d
= {αs,t−s}0. Using (2.16)

P (α([0, tn−1]; [tn−1, tn]) > t(2−d/β)
n )(8.13)

≤ P

(
α([0, tn−1]; [tn−1, tn])

(tn−1(tn − tn−1))(1−d/2β)
> (tn/tn−1)

(1−d/2β)

)

≤ e−(tn/tn−1)(β/d−1/2)

which is summable. Using Borel-Cantelli, we have

α([0, tn−1]; [tn−1, tn]) = o(t(2−d/β)
n (log log tn)d/β−1).(8.14)

Substituting this, (8.10) and (8.11) in (8.12) completes the proof of Lemma
12.

Lemmas 11 and 12 together imply Theorem 4 when β < d. The case of
β = d follows from (6.9) and the proof of [4, Theorem 1.5].
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times of symmetric Lévy processes and recurrent random walks. Ann.
Probab. 22 (1994) 626–659.

31



19. M. Marcus and J. Rosen, Laws of the iterated logarithm for the local
times of recurrent random walks on Z2 and of Lévy processes and random
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Inst. H. Poincaré Prob. Stat. 32 (1996) 671–700.

26. J. Rosen. Dirichlet processes and an intrinsic characterization for renor-
malized intersection local times, Ann. Inst. Henri Poincaré ,37 (2001),
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