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ADDITIVE FUNCTIONALS OF SEVERAL LÉVY PROCESSES
AND INTERSECTION LOCAL TIMES1

By Michael B. Marcus and Jay Rosen2

City College of CUNY and College of Staten Island, CUNY

Different extensions of an isomorphism theorem of Dynkin are devel-
oped and are used to study two distinct but related families of functionals
of Lévy processes; n-fold “near-intersections” of a single Lévy process and
continuous additive functionals of several independent Lévy processes. In-
tersection local times for n independent Lévy processes are also studied.
They are related to both of the above families. In all three cases sufficient
conditions are obtained for the almost sure continuity of these function-
als in terms of the almost sure continuity of associated Gaussian chaos
processes. Concrete sufficient conditions are given for the almost sure con-
tinuity of these functionals of Lévy processes.

1. Introduction. In this paper we develop different extensions of an iso-
morphism theorem of Dynkin and use them to study two distinct but related
families of functionals of Lévy processes: n-fold “near-intersections” of a sin-
gle Lévy process and continuous additive functionals of several independent
Lévy processes. We also study intersection local times for n independent Lévy
processes. They are related to both of the above families. In all three cases,
sufficient conditions are obtained for the almost sure continuity of these func-
tionals in terms of the almost sure continuity of associated Gaussian chaos
processes. Results from [3] are used to give concrete sufficient conditions for
the almost sure continuity of these functionals of Lévy processes.

Let ���� �t��X�t��Px� be a strongly symmetric Lévy process in Rd with 1-
potential density u1�x�. The definition of a strongly symmetric Markov process
is given in [5]. For the purposes of this paper it is enough to note that this
means that the Lévy process has a symmetric transition probability density.
We also require that the 1-potential density satisfies∫

�x�αu1�x�dx <∞(1.1)

for some α > 0. This holds, in particular, if X�t� is in the domain of attraction
of a stable process.

In [4] we consider the n-fold intersections of X = �X�t�� t ∈ R+	. This
entails studying a functional of the form

Ln�ε�µ� t� =def

∫ ∫

0� t�n

n∏
j=1
fε�X�tj� − y�dt1 · · · dtn dµ�y��(1.2)
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where fε is an approximate δ-function at zero. The idea is to take the limit
as ε → 0. But, when n > 1, the limit is infinite. This is dealt with by a
process called renormalization, which consists of forming a linear combination
of �Lk�ε	nk=1 which has a finite limit as ε→ 0. This is done in [4] and requires
a considerable amount of complicated analysis.

In different types of intersection problems and in the study of continuous
multiply additive functionals of independent Lévy processes, we can analyze
functionals similar to Ln�ε�µ� t� without renormalization. We consider three
cases.

Case 1 (Intersection local times (ILTs) of independent Lévy processes).
Let ��j��j�t��Xj�t��Pxj� � j = 1� � � � � n be independent strongly symmetric
Lévy processes on Rd. Let µ be a positive measure on Rd. Define

L̃n� ε�µ� t� =def

∫ ∫

0� t�n

n∏
j=1
fε�Xj�tj� − y�dt1 · · · dtn dµ�y��(1.3)

When the limit, as ε → 0, of L̃n� ε�µ� t� exists for each x ∈ Rd we think
of it as measuring the n-fold intersections, up to time t, of the paths of the
n independent Lévy processes Xj, with intersection points weighted by the
measure µ. Let µx denote translation of the measure µ by x. Note that

L̃n� ε�µx� t� =
∫ ∫


0� t�n

n∏
j=1
fε�Xj�tj� − y− x�dt1 · · · dtn dµ�y��(1.4)

When the limit of (1.4) exists in L2 of the probability space, as ε→ 0, for each
x ∈ Rd, we consider the stochastic process

L̃n�µx� t� =def lim
ε→0
L̃n� ε�µx� t�(1.5)

on Rd ×R+. In Theorem 1.1 we give a sufficient condition for{
L̃n�µx� t�� �x� t� ∈ Rd ×R+}(1.6)

to have a version which is continuous almost surely.
L̃n�µx� t� is a continuous additive functional of several independent Lévy

process. We now consider these processes in greater generality.

Case 2 (Continuous additive functionals (CAFs) of several independent
Lévy processes). Let X1� � � � �Xn be n independent strongly symmetric Lévy
processes inRd, with associated σ-fields �j� t, probabilities P

y
j and translation

operators θj� s. Let u
1
j�x� denote the 1-potential density of Xj. A functional

At1� ���� tn is called a continuous additive functional of the independent Lévy
processes Xj� j = 1� � � � � n when it is positive, continuous and increasing in
t1� � � � � tn, measurable with respect to

⊗n
j=1�j� tj and is separately additive in

each variable, that is, when

As1� ���� sj+tj� ���� sn = As1� ���� sj� ���� sn +As1� ���� tj� ���� sn ◦ θj� sj �(1.7)
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An example of such a continuous additive functional is given by

At1� ���� tn =
∫ t1
0

· · ·
∫ tn
0
f�X1�r1�� � � � �Xn�rn��dr1 � � � drn�(1.8)

where f is a positive measurable function. When At1� ���� tn is a continuous ad-
ditive functional, we define the “1-potential” of A to be( n

×
j=1
U1
j

)
A
�y1� � � � � yn� = Ey1� ���� ynλ1� ���� λn

�Aλ1� ���� λn��(1.9)

where λ1� � � � � λn are independent mean-1 exponential random variables.
One can show, as in [2], IV.2, that a continuous additive functional is deter-

mined by its 1-potential whenever the latter is finite. Here, Ey1� ���� ynλ1� ���� λn
denotes

expectation with respect to the product measure
⊗n
j=1P

yj
j� λj

, where for each
j, P

yj
j� λj

= Pyjj ⊗Pλj , and Pλj is the probability measure for λj.
Let t = �t1� � � � � tn� and let µ be a positive measure on �Rd�n. We use

�×nj=1Lj��µ� t� to denote the continuous additive functional with 1-potential,( n
×
j=1
U1
j

)
µ�y1� � � � � yn� =

∫ n∏
j=1
u1j�yj − xj�dµ�x1� � � � � xn��(1.10)

whenever such a continuous additive functional exists. In Theorem 1.2 we
obtain a sufficient condition for the almost sure continuity of{( n

×
j=1
Lj

)
�µx� t�� �x� t� ∈ �Rd�n × �R+�n

}
(1.11)

where µx denotes translation of µ by x ∈ �Rd�n.
Case 3 (n-fold “near-intersections” of a single Lévy process). Let ���� �t��

X�t�� Px� be a Lévy processes on Rd. Let µ be a positive measure on Rd and
let x = �x1� � � � � xn� ∈ �Rd�n. Define

Ln�ε�x� t�µ� =
∫ ∫


0� t�n

n∏
j=1
fε�X�tj� − y− xj�dtj dµ�y�(1.12)

and set

Ln�x� t�µ� = lim
ε→0
Ln�ε�x� t�µ��(1.13)

whenever this limit exists.
Heuristically we have

Ln�x� t�µ� =
∫ ∫


0� t�n

n∏
j=1
δ�X�tj� − y− xj�dtj dµ�y��(1.14)

where δ is the Dirac delta function at zero. Thus Ln�x� t�µ� measures the
amount of “time” when X�si� differs from y by xi for all i = 1� � � � � n, with y
weighted by µ. When xi−xj is close to zero for any i �= j, Ln�x� t�µ� actually
measures “near intersections.” When xi−xj is close to zero for all i �= j, 1 ≤ i,
j ≤ n, Ln�x� t�µ� measures n-fold “near intersections.”
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In general Ln�x� t�µ� blows up as the xi−xj → 0. In fact, if xi = xj for any
i �= j, the limit in (1.13) does not exist. In Theorem 1.3 we obtain a sufficient
condition for

�Ln�x� t�µ�� x ∈ �Rd�n�= ×R+	(1.15)

to have a version which is continuous almost surely, where

�Rd�n�= =def �x = �x1� � � � � xn�:xi �= xj� ∀ i� j� i �= j	�(1.16)

Continuity of the three types of processes described above is implied by the
continuity of corresponding Gaussian chaos processes, which we now define.
Let X1� � � � �Xn be n independent strongly symmetric Lévy processes in Rd,
with 1-potential densities u1j�x�, j = 1� � � � � n. For positive measures µ on Rd

let

�mj =def

{∫ ∫
�u1j�x− y��m dµ�x�dµ�y� <∞

}
�(1.17)

We define �Gj� ν� ν ∈ � 1
j 	 to be an independent mean zero Gaussian process

with covariance

E�Gj�θGj�φ� =
∫ ∫
u1j�x− y�dθ�x�dφ�y�(1.18)

for θ�φ ∈ � 1
j � Let fε be a smooth approximate identity. That is, fε�y� is

a smooth positive symmetric function on �y� ε� ∈ Rd × �0�1� with support
in the ball of radius ε and such that

∫
fε�y�dy = 1. Let ρδ�dy� = fδ�y�dy

and ρδ�x�dy� = fδ�x�y�dy, where for any function h�y� we use the notation
hx�y� = h�y− x�. It is easily seen that ρδ�x�dy� ∈ � 1

j . Let

Gj�x� δ =def Gj�ρδ�x(1.19)

and

u1j� δ� δ′ �x− x′� =def

∫ ∫
u1j�y− y′�fδ�x�y�fδ′� x′ �y′�dydy′�(1.20)

We see that for each j,Gj�x� δ is a mean zero Gaussian process with covariance

E�Gj�x� δGj�x′� δ′ � = u1j� δ� δ′ �x− x′��(1.21)

We define the second-order Gaussian chaos process

Hj�x� δ = G2
j� x� δ −EG2

j� x� δ�(1.22)

Also for positive measures µ on Rd, we define

�1�22a� � 2� n =
{
µ

∣∣∣∣ ∫ ∫ ( n∏
j=1
u1j�x− y�

)2

dµ�x�dµ�y� <∞
}
�
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and for positive measures µ on �Rd�n we define

� 2� n
n

=
{
µ

∣∣∣∣ ∫ ∫ ( n∏
j=1
u1j�xj − yj�

)2

dµ�x1� � � � � xn�dµ�y1� � � � � yn� <∞
}
�

(1.23)

Corresponding to the processes defined in Cases 1–3, we define three dif-
ferent classes of Gaussian chaos processes.

1′. Let x ∈ Rd and let µ ∈ � 2� n,

�1�x�µ� =def lim
δ→0

∫ n∏
j=1
Hj�x+y� δ dµ�y��(1.24)

This limit exists in L2 of the probability space. Note that �1�x�µ� =
�1�0�µx�; that is, the dependence of �1�x�µ� on x is only through the
translated measure µ.

2′. Let x ∈ �Rd�n and write it as �x1� � � � � xn�. Let µ ∈ � 2� n
n ,

�2�x�µ� =def lim
δ→0

∫ n∏
j=1
Hj�xj+yj� δ dµ�y��(1.25)

This limit exists in L2 of the probability space. Note that �2�x�µ� =
�2�0�µx�.

3′. Let µ ∈ � 2n and note that by the Schwarz inequality � r ⊂ � 2n, for all
r ≤ 2n. Let

{
G

�j�
x� δ

}2n
j=1 be independent copies of G1� x� δ.

�3� r�x�µ� =def lim
δ→0

∫ r∏
j=1
G

�j�
xj+y� δ dµ�y�� x ∈ �Rd�r�(1.26)

This limit exists in L2 of the probability space. Note that �3� r�x�µ� �= �3� r

�0�µx�. In fact µx makes no sense. The measure µ is on Rd, whereas x ∈
�Rd�r.

Theorem 1.1 (Continuity theorem for ILTs). Let µ ∈ � 2� n. If ��1�x�µ��
x ∈ Rd	 is continuous almost surely then �L̃n�µx� t�� �x� t� ∈ Rd × R+	 is
continuous almost surely.

Theorem 1.2 (Continuity theorem for CAFs). Let µ∈� 2�n
n . If ��2�x�µ��

x ∈ �Rd�n	 is continuous almost surely then ��×nj=1Lj��µx� t1� � � � � tn�; �x� t1�
� � � � tn� ∈ �Rd�n × �R+�n	 is continuous almost surely.

Theorem 1.3 (Continuity theorem for “near intersections”). Let µ ∈ � 2n

and assume that for each 1 ≤ r ≤ 2n, ��3� r�x�µ�� x ∈ �Rd�r	 is continuous

almost surely. Then �Ln�x� t�µ�� �x� t� ∈ �Rd�n�= × R+	 is continuous almost
surely.
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Let x = �x1� � � � � xn� ∈ �Rd�n and similarly for y. In the course of proving
Theorem 1.2 we show that the limit, as ε→ 0, of∫ { n∏

j=1

∫ tj
0
fε�Xj�sj� − yj�dsj

}
dµx�y�(1.27)

is continuous almost surely on �Rd�n × �R+�n. Comparing this with (1.3) we
see that, by taking µ in Theorem 1.2 to be supported on the diagonal of �Rd�n,
Theorem 1.1 follows from Theorem 1.2 under the possibly stronger hypothesis
that ��2�x�µ�� x ∈ �Rd�n	 is continuous almost surely. The proof of Theo-
rem 1.1, as stated, is exactly the same as the proof of Theorem 1.2 but with
x ∈ Rd instead of �Rd�n.

The processes in Case 1 are also related to those in Case 3 in the sense that
the examples given in Examples 1.1 below are valid for both the continuity of
(1.15) and the continuity of (1.6). This is because our methods for obtaining
simplified sufficient conditions depend on the support of the measure µ. In
both (1.6) and (1.15) the measure is supported on Rd, whereas in (1.11) it is
supported on �Rd�n.

We now use Theorems 1.1–1.3 to obtain concrete sufficient conditions for
the continuity of the processes in (1.6), (1.11) and (1.15) in terms of �u1j	nj=1
and µ. We do this by finding sufficient conditions for the continuity of the
chaoses �1, �2 and �3. This is done by showing that the continuity of each of
these chaoses is controlled by the continuity of a related decoupled mean zero
Gaussian chaos. We use a well-known sufficient condition for the continuity
of Gaussian chaoses.

Let ��m�x�� x ∈ T	 be a mean zero mth order Gaussian chaos process on
T, where T is some index set. For x�y ∈ T set

τm�x�y� =
(
E
(
�m�x� −�m�y�

))1/2
�(1.28)

A sufficient condition for ��m�x�� x ∈ T	 to be continuous almost surely is
that ∫ D

0
�logNτm�T�ε��m/2 dε <∞�(1.29)

whereNτm�T�ε� is the minimum number of balls of radius ε, in the metric τm,
that covers T, and D is the diameter of T with respect to τm. Here Nτm�T�ε�
is called the metric entropy of T with respect to τm.

One can readily obtain τm for decoupled chaos processes but, generally, it
is complicated and we don’t know how to make sense of what condition (1.29)
means in terms of �u1j	nj=1 and µ. In [3], with certain smoothness conditions
imposed on the 1-potentials or on the measures µ, sufficient conditions are
given for (1.29) that are easy to understand. We use these conditions in The-
orems 1.4–1.6. In Section 6 we show how they follow from the results of [3].

In Theorems 1.4 and 1.5 we use the condition that the 1-potentials are in
Class A. We define this class as follows: let h:Rq → R1 and b ∈ Rq. Define
.̃bh�s� = h�s+ b/2�−h�s− b/2� and .̃2b� ch�s� = .̃b.̃ch�s�. (We use .̃ to denote
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symmetric difference.) We say u1 belongs to Class A if it is radially symmetric
and u1��s�� is regularly varying at the origin, u1 is bounded away from the
origin and there exists an s0 > 0 such that for �s� ≤ s0,

�.̃bu1�s�� ≤ C�b�
u1�s�
�s� for �b� ≤ �s�

4
(1.30)

and

�.̃2b� cu1�s�� ≤ C��b��c��
u1�s�
�s�2 for �b�� �c� ≤ �s�

4
�(1.31)

Also, if u1��s�� is slowly varying at the origin we require that it is asymptotic
to a decreasing function at the origin. This condition is clearly satisfied when
u1��s�� is regularly varying at the origin with index less than zero. Let �s� = r
and consider �u1�r��′, the derivative of u1 with respect to r. We require that
for all r0 > 0, �u1�r��′ ∨ �u1�r��′′ ≤ Cr0 for all r ≥ r0 > 0, where Cr0 is a
constant depending only on r0.

Class A includes the 1-potentials of radially symmetric stable processes,
including Brownian motion as well as Lévy processes in their domains of
attraction. In [4] we show that the 1-potentials of a large class of symmetric
Lévy processes, which we call “stable mixtures,” are in Class A.

Since we are interested in “several Lévy processes” or in “intersections,” we
are really only concerned when n ≥ 2 in Theorems 1.1–1.3. The conditions
that µ ∈ � 2n, � 2� n or � 2� n

n , for n ≥ 2 restricts the Lévy processes to which our
results apply. When µ ∈ � 2n or � 2� n we can only consider the 1-potentials of
Lévy processes on Rd for d = 1 or 2. Furthermore, for stable processes, when
µ ∈ � 2n, the index of stability, say α, must satisfy α > d�1− 1/2n�, except for
Brownian motion in R2 and the symmetric Cauchy process in R1, for which
there exist measures µ ∈ � 2n for all n. Also, since we ask that u1�0� = ∞, in
R1 we only consider stable processes with index α ≤ 1.

The remarks in the preceding paragraph all follow from that fact that,
if (1.17), (1.22a) or (1.23) hold, they must hold for Lebesgue measure on 
0�1�d.
This means that if µ ∈ � 2n we must have∫


0�1�d
(
u1�x�)2n dx <∞�(1.32)

If µ ∈ � �2� n� we must have∫

0�1�d

n∏
j=1

(
u1j�x�

)2
dx <∞(1.33)

and if µ ∈ �
�2� n�
n we must have that∫


0�1�d
(
u1j�x�

)2
dx <∞� ∀ 1 ≤ j ≤ n�(1.34)

We see from (1.34) that in order that µ ∈ � 2� n
n we can only consider the 1-

potentials of Lévy processes on Rd for d = 1�2 or 3. Furthermore, considering



1650 M. B. MARCUS AND J. ROSEN

only stable processes, we have that when µ ∈ � 2� n, the index of stability α,
must satisfy α > 1 when d = 2 and α > 3/2 when d = 3. As above, in R1 we
only consider stable processes with index α ≤ 1.

We now give sufficient conditions for the continuity of the processes in Cases
1–3 that are easy to compute.

Theorem 1.4 (Continuity of “near intersections”). Let µ ∈ � 2n. Then
�Ln�x� t�µ�� �x� t� ∈ �Rd�n�= ×R+	 is continuous almost surely if:

(i) µ is in Class A and∫ ∫
�x−y�≤ε

(
u1�x− y�)2n�log 1/�x− y���2n+δ� dµ�x�dµ�y� <∞(1.35)

for any ε� δ > 0.
(ii) Without requiring that µ is in Class A,

�µ̂�ξ�� = O
(

1
� 
�u1�2n��ξ��ξ�d�log �ξ��2n+1+δ

)1/2

�(1.36)

ξ ∈ Rd, for some δ > 0, where � 
·� denotes Fourier transform.

Note that (1.35) holds with respect to Lebesgue measure on 
0�1�d if and
only if ∫


0�1�d
(
u1�x�)2n�log 1/�x���2n+δ� dx <∞�(1.37)

Theorem 1.5 (Continuity of ILTs). Let µ ∈ � 2� n. Then �L̃n�µx� t�� �x� t� ∈
Rd ×R+	 is continuous almost surely if:

(i) µ is in Class A and∫ ∫
�x−y�≤ε

n∏
j=1

(
u1j�x− y�

)2�log 1/�x− y���2n+δ� dµ�x�dµ�y� <∞(1.38)

for any ε� δ > 0.
(ii) Without requiring that µ is in Class A,

�µ̂�ξ�� = O
(

1

� 
∏nj=1�u1j�2��ξ��ξ�d�log �ξ��2n+1+δ
)1/2

�(1.39)

ξ ∈ Rd, for some δ > 0.

Examples 1.1. Obviously the conditions for continuity in Theorems 1.4
and 1.5 are the same when all the u1j in Theorem 1.5 are equal. In this case
the following examples, taken from [3], are examples of 1-potentials u1 and
measures µ for which �Ln�x� t�µ�� �x� t� ∈ �Rd�n�=×R+	 and �L̃n�µx� t�� �x� t� ∈
Rd × R+	 are continuous almost surely. Note that in these examples (1.36),
and equivalently, (1.39) are satisfied.
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(i) u1 is the 1-potential of Brownian motion in R2 and

�µ̂�ξ�� = O
(
log−�2n+ε���ξ��

)
as �ξ� → ∞�(1.40)

ξ ∈ R2, for some ε > 0.
(ii) u1 is the 1-potential of a symmetric stable process in R2 of index 2 −

1/n < α < 2 and

�µ̂�ξ�� = O
(
�ξ�−�2−α�n log−�n+1/2+ε���ξ��

)
as �ξ� → ∞�(1.41)

ξ ∈ R2, for some ε > 0.
(iii) u1 is the 1-potential of a symmetric stable process in R1 of index 1 and

�µ̂�ξ�� = O
(
log−�2n+ε���ξ��

)
as �ξ� → ∞�(1.42)

ξ ∈ R1, for some ε > 0.
(iv) u1 is the 1-potential of a symmetric stable process in R1 of index 1 −

1/2n < α < 1 and

�µ̂�ξ�� = O
(
�ξ�−�1−α�n log−�n+1/2+ε���ξ��

)
as �ξ� → ∞�(1.43)

ξ ∈ R1, for some ε > 0.

We next consider sufficient conditions for the almost sure continuity of
��×nj=1Lj��µx� t�� �x� t� ∈ �Rd�n × �R+�n	.

We first note that when µ is a product measure the situation simplifies
considerably. If µ�y� = µ1�y1� · · ·µn�yn� where y = �y1� � � � � yn�, then( n

×
j=1
Lj

)
�µx� t� =

n∏
j=1
L
µxj
j� tj
�(1.44)

where Lνj� t is the continuous additive functional ofXj with Revuz measure ν.
Let X be a Lévy process with 1-potential u1 and let Lµt be the continuous

additive functional of X with Revuz measure µ. Sufficient conditions for the
continuity almost surely of �Lµxt � �x� t� ∈ Rd×R+	 can be obtained from The-
orem 1.5 with n = 1 and examples are given in Examples 1.1. Continuous
additive functionals of the type Lµt are studied extensively in [6]. In some
cases significantly sharper results than those given by Theorem 1.5 can be
obtained.

The next theorem, which is taken from [3], gives sufficient conditions for
the continuity of ��×nj=1Lj��µx� t�� �x� t� ∈ �Rd�n × �R+�n	. It is particularly
interesting when µ is radially symmetric on �Rd�n.

Theorem 1.6 (Continuity of CAFs). Let �u1j	nj=1 be the 1-potentials of

strongly symmetric Lévy processes on Rd. Let hj:R+ → R+, 1 ≤ j ≤ n be
increasing and be such that∫

Rd

û2j�ζ�
hj��ζ��

dζ <∞ ∀1 ≤ j ≤ n�(1.45)
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Let µ be a finite positive measure on �Rd�n. If

�µ̂�ξ�� = O
(

1∏n
j=1 hj��ξ���log �ξ��2n+δ

)1/2

�(1.46)

ξ ∈ �Rd�n, for some δ > 0, then ��×nj=1Lj��µx� t�� �x� t� ∈ �Rd�n × �R+�n	 is

continuous almost surely on �Rd�n.

In order to compare the conditions in Theorems 1.4 and 1.6 we give exam-
ples when (1.46) is satisfied with u11 = · · · = u1n =def u

1. The following are
taken from [3].

Examples 1.2. Each of the following conditions on u1 and µ̂ imply that
��×nj=1Lj��µx� t�� �x� t� ∈ �Rd�n × �R+�n	 is continuous almost surely, where
d = 1�2 or 3 according to whether ξ ∈ �R1�n, �R2�n or �R3�n.

(i) u1 is the 1-potential of Brownian motion in R2 and

�µ̂�ξ�� = O
(
log−�2n+ε���ξ��

)
as �ξ� → ∞�(1.47)

ξ ∈ �R2�n, for some ε > 0.
(ii) u1 is the 1-potential of Brownian motion in R3 and

�µ̂�ξ�� = O
(
�ξ�−n log−�3n/2+ε���ξ��

)
as �ξ� → ∞�(1.48)

ξ ∈ �R3�n, for some ε > 0.
(iii) u1 is the 1-potential of a symmetric stable process in R2 of index 1 <

α < 2 and

�µ̂�ξ�� = O
(
�ξ�−�2−α�n log−�3n/2+ε���ξ��

)
as �ξ� → ∞�(1.49)

ξ ∈ �R2�n, for some ε > 0.
(iv) u1 is the 1-potential of a symmetric stable process in R3 of index 3/2 <

α < 2 and

�µ̂�ξ�� = O
(
�ξ�−�3−α�n log−�3n/2+ε���ξ��

)
as �ξ� → ∞�(1.50)

ξ ∈ �R3�n, for some ε > 0,
(v) u1 is the 1-potential of a symmetric stable process in R1 of index 1 and

�µ̂�ξ�� = O
(
log−�2n+ε���ξ��

)
as �ξ� → ∞�(1.51)

ξ ∈ �R1�n, for some ε > 0.
(vi) u1 is the 1-potential of a symmetric stable process in R1 of index 1/2 <

α < 1 and

�µ̂�ξ�� = O
(
�ξ�−�1−α�n log−�3n/2+ε���ξ��

)
as �ξ� → ∞�(1.52)

ξ ∈ �R1�n, for some ε > 0.
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Clearly, given (1.46), it is easy to obtain examples when ��×nj=1Lj��µx� t��
�x� t� ∈ �Rd�n × �R+�n	 is continuous almost surely on �Rd�n and the 1-
potentials are not all equal.

The rest of this paper is organized as follows. In Section 2 we develop the
isomorphism theorem which will be used in the study of CAFs of indepen-
dent Lévy processes. In Section 3 we use this isomorphism theorem to prove
Theorem 1.2. In Section 4 we develop a different isomorphism theorem which
in Section 5 we use to prove Theorem 1.3. In the final section we explain how
the concrete sufficient continuity conditions in Theorems 1.4–1.6 are obtained
from the results of [3].

2. Isomorphism theorem for CAFs of several independent Lévy pro-
cesses. In this section we extend a version of an isomorphism theorem of
Dynkin to obtain a relationship between CAFs of several independent Lévy
processes and Gaussian chaos processes. For ν ∈ � 2

j we define the second-order
Gaussian chaos

Hj�ν� = lim
δ→0

∫
Hj�x� δ dν�x��(2.1)

where Hj�x� δ is given in (1.22). It is easy to check that H�µ� has mean 0 and
that for µ� ν ∈ � 2

j ,

EHj�µ�Hj�ν� =
∫ ∫ (

u1j�x− y�
)2
dµ�x�dν�y��(2.2)

When � 2
j �= � one can show that ρε�y�dx� ∈ � 2

j . Let

Hj�y� ε� =def Hj�ρε�y��(2.3)

When µ ∈ � 2� n
n we define( n

×
j=1
Hj

)
�ε�µ� =

∫ n∏
j=1
Hj�xj� ε�dµ�x1� � � � � xn�(2.4)

for ε > 0. One can check that( n
×
j=1
Hj

)
�µ� =def lim

ε→0

( n
×
j=1
Hj

)
�ε�µ�(2.5)

exists as a limit in L2 and satisfies

E

{( n
×
j=1
Hj

)
�µ�
}
= 0(2.6)

and

E

{( n
×
j=1
Hj

)
�µ�
( n
×
j=1
Hj

)
�ν�
}

= 2n
∫ ∫ n∏

j=1

(
u1j�xj − yj�

)2
dµ�x1� � � � � xn�dν�y1� � � � � yn�

(2.7)
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for all µ� ν ∈ � 2� n
n . We also note that for a = �a1� � � � � an�� b = �b1� � � � � bn� and

µ ∈ � 2� n
n ,

EG1� ����Gn

({( n
×
j=1
Hj

)
�µa� −

( n
×
j=1
Hj

)
�µb�

}2)

= 2n
∫ ∫ n∏

j=1

(
u1j�xj − yj�

)2(
dµa�x1� � � � � xn� − dµb�x1� � � � � xn�

)
(
dµa�y1� � � � � yn� − dµb�y1� � � � � yn�

)
= 2n+1

∫ ∫ ( n∏
j=1

(
u1j�xj − yj�

)2 − n∏
j=1

(
u1j�xj + aj − yj − bj�

)2)
dµ�x1� � � � � xn�dµ�y1� � � � � yn��

(2.8)

The following version of an isomorphism theorem of Dynkin is Theorem 2.2
in [6], adapted to the needs of this paper. It relates continuous additive func-
tionals of a single strongly symmetric Lévy processes X with 1-potential den-
sity u1 to second-order Gaussian chaos processes H�µ�, defined as in (2.1),
with u1 in place of u1j. We use Lµt to denote the continuous additive functional
of X with Revuz measure µ and Rev�X� to denote the class of Revuz mea-
sures of X. Let λ be a mean 1 exponential random variable independent of
everything else.

Theorem 2.7. Let �µi	∞i=1 be a sequence of finite positive measures in � 2∩
Rev�X�. Set Lµ· = �Lµ1λ �Lµ2λ � � � �� and H�µ·� = �H�µ1��H�µ2�� � � ��. Then for
any finite measure ρ ∈ � 1, function g with g · dx ∈ � 1 and � measurable
nonnegative function F on R∞,

EGE
ρ
λ

(
F
(
Lµ· + 1

2H�µ·�
)
g�Xλ�

)
= EG

(
F
(
1
2H�µ·�

)
GρGg·dx

)
�(2.9)

where g · dx denotes the measure in Rd with density g and � denotes the
σ-algebra generated by the cylinder sets of R∞.

Actually, Theorem 2.2 in [6] is stated for compactly supported ρ ∈ � 1, but
the extension to any finite measure ρ ∈ � 1 is immediate.

For x ∈ Rd and t ∈ R+ let

L
x�δ
j� t =def

∫ t
0
fδ
(
Xj�s� − x

)
ds�(2.10)

where fδ is defined just after (1.18). Let λj be independent mean 1 exponen-
tial random variables, and let ρj ∈ � 1

j be compactly supported probability
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measures. We now define for each subset A ⊆ �1� � � � � n	, ε > 0 and µ ∈ � 2� n
n ,(

×
i∈A
Li ×
j∈Ac

Hj

)
�ε�µ�

=
∫ ∏
i∈A
L
xi� ε
i� λi

∏
j∈Ac

Hj�xj� ε�dµ�x1� � � � � xn��
(2.11)

In the course of proving the next theorem we show that for each subset A ⊆
�1� � � � � n	, �×i∈A Li×j∈Ac Hj��ε�µ� converges, as ε → 0, in the L2 space for
the measure

EḠE
ρ̄

λ̄
=def

n∏
j=1
EGj ×E

ρj
λj

(2.12)

for all µ ∈ � 2� n
n . (Here EGj denotes expectation with respect to the probability

space of �Gj� ν� ν ∈ � 1
j 	 defined just before (1.18)).

We set (
×
i∈A
Li ×
j∈Ac

Hj

)
�µ� =def lim

ε→0

(
×
i∈A
Li ×
j∈Ac

Hj

)
�ε�µ��(2.13)

To unify the notation we sometimes write �×i∈A Li×j∈Ac Hj��0� µ� for �×i∈A ·
Li×j∈Ac Hj��µ�.

The following isomorphism theorem is the main ingredient in the proof of
Theorem 1.2.

Theorem 2.8. Let �εk	∞k=1 be a sequence of positive numbers and �µk	∞k=1
be a sequence of finite measures in � 2� n

n . For any A ⊆ �1� � � � � n	 set(
×
i∈A
Li ×
j∈Ac

Hj

)
�ε·� µ·�

=
{(

×
i∈A
Li ×
j∈Ac

Hj

)
�ε1� µ1��

(
×
i∈A
Li ×
j∈Ac

Hj

)
�ε2� µ2�� � � �

}
�

(2.14)

Then, for any B ⊆ �1� � � � � n	, finite measures ρj ∈ � 1
j � j ∈ B, functions gj

with gj · dx ∈ � 1
j � j ∈ B, and � measurable nonnegative function F on R∞,

EḠE
ρ̄

λ̄

(
F

( ∑
A⊆B

1
2�Ac�

(
×
i∈A
Li ×
j∈Ac

Hj

)
�ε·� µ·�

) ∏
j∈B
gj�Xj�λj�

)

= EḠ
(
F

(
1
2n

( n
×
j=1
Hj

)
�ε·� µ·�

) ∏
j∈B
Gj�ρjGj�gj·dx

)
�

(2.15)

where � denotes the σ-algebra generated by the cylinder sets of R∞.

Proof. Consider first the case when all εk > 0, all µk are finite sums of
point masses and F is a bounded continuous function which depends only on a
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finite number of arguments. In this case the theorem follows from Theorem 2.7
using the equation

∏
i∈B

(
L
xi� ε
i� λi

+ 1
2Hi�xi� ε�

) ∏
i∈Bc

(
1
2Hi�xi� ε�

)
= ∑
A⊆B

1
2�B−A�

∏
i∈A
L
xi� ε
i� λi

∏
j∈B−A

Hj�xj� ε�
∏
i∈Bc

(
1
2Hi�xi� ε�

)(2.16)

and taking expectations in (2.15), with respect to EGj ×E
ρj
λj
, j = 1� � � � � n, one

at a time.
We next use the fact that the integrand in (2.11) is continuous in the vari-

ables x1� � � � � xn in L2 of the probability space. This implies that it is the limit
in L2, and hence almost surely, of a sequence of similar integrals in which µ is
replaced by a finite sum of point masses. Thus we can remove the restriction
on the µk. We can then, in turn, remove the restriction on F.

We now have established (2.15) in the case when all the εk > 0. We use
this result to show, inductively on �A�, that the limits in (2.13) exist in L2.
Restricting F to be a bounded continuous function which depends only on a
finite number of arguments, we can now take the limit as the εk → 0 in (2.15).
We can then lift the restriction on F, completing the proof of Theorem 2.8. ✷

In Theorem 2.8 the requirement, that gj · dx ∈ � 1
j , is not satisfied when

gj ≡ 1. Therefore we must take into account the value of Xλ. This is an
annoying condition which we can remove when the 1-potentials u1j of the in-
dependent Lévy processesXj, j = 1� � � � � n, all satisfy (1.1). Let  · be a norm
on 8∞. (For a function in 8∞, say �h�εk�µ�	∞k=1, we write  h =  h�ε�µ� to
keep track of the variables being considered).

In the next theorem we obtain a useful corollary of Theorem 2.8.

Theorem 2.9. Let �εk	∞k=1 be a sequence of positive numbers and
let �µk	∞k=1 be a sequence of finite measures in � 2� n

n . There exists a constant p′

depending only on u1j, j = 1� � � � � n and a constant C depending only on n, ρj
and u1j, j = 1� � � � � n and p′, such that

E
ρ̄

λ̄

∥∥∥∥( n×i=1Li)�ε�µ�
∥∥∥∥ ≤ C

(
EḠ

∥∥∥∥( n×j=1Hj)�ε�µ�
∥∥∥∥p

′)1/p′

�(2.17)

Proof. Let

W =def
∑

A⊆
0� ���� n�

1
2�Ac�

(
×
i∈A
Li ×
j∈Ac

Hj

)
�ε�µ��(2.18)
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By the convexity of the norm and the fact that the independent second-order
chaoses Hj�xj� ε� in �2�11� all have mean zero, we have that

EḠ W ≥  EḠW 

=
∥∥∥∥( n×i=1Li)�ε�µ�

∥∥∥∥�(2.19)

Consequently,

E
ρ̄

λ̄

(∥∥∥∥( n×i=1Li)�ε�µ�
∥∥∥∥ n∏
j=1
gj�Xj�λj�

)
≤Eρ̄

λ̄

(
 EḠW 

n∏
j=1
gj�Xj�λj�

)

≤EḠEρ̄λ̄
(
 W 

n∏
j=1
gj�Xj�λj�

)
�

(2.20)

By the Hölder inequality,

E
ρ̄

λ̄

(
 W 

n∏
j=1
gj�Xj�λj�

)

≤
(
E
ρ̄

λ̄

(
 W p

n∏
j=1
gj�Xj�λj�

))1/p(
E
ρ̄

λ̄

n∏
j=1
gj�Xj�λj�

)1/q

�

(2.21)

where 1/p + 1/q = 1, p�q > 1. By Theorem 2.8, the Schwarz inequality
applied twice and the fact that for a mean zero normal random variable g ,
Eg4 = 3�Eg2�2,

E
ρ̄

λ̄

(
 W p

n∏
j=1
gj�Xj�λj�

)

≤
(
EḠ

∥∥∥∥ 1
2n

( n
×
j=1
Hj

)
�ε�µ�

∥∥∥∥2p
)1/2(

3n
n∏
j=1
EG2

j� ρj
EG2

j�gj·dx

)1/4

�

(2.22)

Let p′ = 2p.
For each j = 1� � � � � n let �.kj	∞kj=1 be a partition of Rd into cubes of volume

one. Let gj�kj =def I
.kj �. Then

EG2
j�gj�kj ·dx=

∫ ∫
u1�x− y�gj�kj�x�gj�kj�x�dxdy

=
∫

0�1�d

∫

0�1�d

u1�x− y�dxdy
(2.23)

=def U�(2.24)

Let

V =def

(
EḠ

∥∥∥∥( n×j=1Hj)�ε�µ�
∥∥∥∥p

′)1/p′

�(2.25)
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Using (2.20)–(2.25) we see that

E
ρ̄

λ̄

(∥∥∥∥( n×i=1Li)�ε�µ�
∥∥∥∥
)

= ∑
k1� ����kn

E
ρ̄

λ̄

(∥∥∥∥( n×i=1Li)�ε�µ�
∥∥∥∥ n∏
j=1
gj�kj

(
Xj�λj

))

≤ ∑
k1� ���� kn

(
E
ρ̄

λ̄

(
 W p

n∏
j=1
gj�kj

(
Xj�λj

)))1/p(
E
ρ̄

λ̄

n∏
j=1
gj�kj

(
Xj�λj

))1/q

≤ CVUn/�4p�
n∏
j=1

(
EG2

j� ρj

)1/�4p� ∑
k1� ���� kn

(
E
ρ̄

λ̄

n∏
j=1
gj�kj

(
Xj�λj

))1/q

�

(2.26)

Thus to obtain (2.15) we need only show that this last sum is finite. Note that

∑
k1� ���� kn

(
E
ρ̄

λ̄

n∏
j=1
gj�kj

(
Xj�λj

))1/q

=
n∏
j=1

(∑
kj

(
Pρj

(
Xj�λj ∈ .kj

))1/q)
(2.27)

and since u1j is the probability density of Xj�λj we see that

∑
kj

(
Pρj

(
Xj�λj ∈ .kj

))1/q=∑
kj

(∫ ∫
.kj

u1j�x− y�dxρj�dy�
)1/q

≤
∫ ∑
kj

∫
.kj

(
u1j�x− y�

)1/q
dxρj�dy�

=
∫ (
u1j�x�

)1/q
dx�

(2.28)

Using Hölder’s inequality, it is easy to show that, for q sufficiently close to 1,
(1.1) implies that this last integral is finite.

When µ ∈ � 2� n
n it can be seen from (2.8) using Fourier transforms (see

Lemma 3.1 of [4]) that ��×nj=1Hj��µx�; x ∈ �Rd�n	 is continuous in L2
Ḡ
. Set( n

×
j=1
Hj

)
ε
�µx� =def

∫ ( n
×
j=1
Hj

)
�µy�

n∏
j=1
fε�xj − yj�dyj(2.29)

and recall the definition of �×nj=1Hj��ε�µx� given in (2.4). In applying Theo-
rem 2.9 in the proof of Theorem 1.2 we use the following relationship.

Lemma 2.1. ( n
×
j=1
Hj

)
ε
�µx� =

( n
×
j=1
Hj

)
�ε�µx�(2.30)

in L2
Ḡ

for each x ∈ �Rd�n and ε > 0.
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Proof. All the limits in this proof are taken in L2
Ḡ
. Using the relevant

definitions, we have( n
×
j=1
Hj

)
ε
�µx�

=
∫ ( n

×
j=1
Hj

)
�µy�

n∏
j=1
fε�xj − yj�dyj

=
∫
lim
δ→0

( n
×
j=1
Hj

)
�δ�µy�

n∏
j=1
fε�xj − yj�dyj�

(2.31)

Using Fourier transforms as in Lemma 3.1 in [4], we see that the convergence

lim
δ→0

( n
×
j=1
Hj

)
�δ�µy� =

( n
×
j=1
Hj

)
�µy�(2.32)

is uniform in y ∈ �Rd�n so that the last display in (2.31) is equal to

lim
δ→0

∫ ( n
×
j=1
Hj

)
�δ�µy�

n∏
j=1
fε�xj − yj�dyj

= lim
δ→0

∫ (∫ n∏
j=1
Hj�zj� δ�dµy�z1� � � � � zn�

) n∏
j=1
fε�xj − yj�dyj

= lim
δ→0

∫ (∫ n∏
j=1
Hj�zj� δ�dµy+x�z1� � � � � zn�

) n∏
j=1
fε�yj�dyj

= lim
δ→0

∫ (∫ n∏
j=1
Hj�zj − yj� δ�dµx�z1� � � � � zn�

) n∏
j=1
fε�yj�dyj

= lim
δ→0

∫ (∫ n∏
j=1
Hj�zj − yj� δ�

n∏
j=1
fε�yj�dyj

)
dµx�z1� � � � � zn�

= lim
δ→0

∫ n∏
j=1
Hj�fε� zj ∗ fδ�dµx�z1� � � � � zn�

=
( n
×
j=1
Hj

)
�ε�µx��

(2.33)

where we used the fact that∫
Hj�zj − yj� δ�fε�yj�dyj =Hj�fε� zj ∗ fδ�(2.34)

and that the convergence in

lim
δ→0
Hj�fε� zj ∗ fδ� =Hj�fε� zj� ≡Hj�zj� ε�(2.35)

is uniform in zj ∈ Rd by the same reasoning as above.
The next lemma, which will also be used in the proof of Theorem 1.2, en-

ables us to show that two different representations of Gaussian chaoses are
equivalent.
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Lemma 2.2. For the processes defined in (1.25) and (2.4) we have

�2�y�µ� =
( n
×
j=1
Hj

)
�µy�(2.36)

in L2
Ḡ

for each y ∈ �Rd�n.

Proof. All the limits in this proof are taken in L2
Ḡ
. Let ρε�x�ds� =def∏n

j=1 ρε�xj�dsj�. Using the same arguments as in the proof of Lemma 2.1 we
have

�2�y�µ�= lim
ε→0

∫
�2�s+ y�µ�ρε�0�ds�

= lim
ε→0

∫ (∫
lim
δ→0

n∏
j=1
Hj�sj+xj�δ dµy�x1� � � � � xn�

)
ρε�0�ds�

= lim
ε→0

lim
δ→0

∫ (∫ n∏
j=1
Hj�sj� δ ρε� xj�dsj�

)
dµy�x1� � � � � xn�

= lim
ε→0

∫ n∏
j=1

lim
δ→0

(∫
Hj�sj� δ ρε� xj�dsj�

)
dµy�x1� � � � � xn�

= lim
ε→0

∫ n∏
j=1
H�xj� ε�dµy�x1� � � � � xn�

=
( n
×
j=1
Hj

)
�µy��

(2.37)

3. Continuity theorem for CAFs of several independent Lévy
processes.

Proof of Theorem 1.2. Let Yj�t�, j = 1� � � � � n, denote the Lévy pro-
cesses Xj�t�, j = 1� � � � � n, killed at independent mean-1 exponential times
λj. We prove Theorem 1.2 for Yj�t�, j = 1� � � � � n. The stated result then fol-
lows by Fubini’s theorem. The advantage of this approach is that it allows us
to suppress the λj in Theorems 2.8 and 2.9. [In (2.11) we replace λi by ∞.]
To avoid confusing notation we still use the 1-potential densities u1j of the un-
killed processesXj, which are the 0-potential densities of the killed processes
Yj. It is clear that Theorems 2.8 and 2.9 remain valid with these changes.

Let t = �t1� � � � � tn�. For each ε > 0, set( n
×
j=1
Lj

)
�ε�µx� t� =def

∫ { n∏
j=1

∫ tj
0
fε�Yj�sj� − yj�dsj

}
dµx�y��(3.1)

Note that ( n
×
j=1
Lj

)
�ε�µx�∞� � � � �∞� =

( n
×
j=1
Lj

)
�ε�µx��(3.2)

which is defined in (2.10) and (2.11).



LÉVY PROCESSES AND INTERSECTION LOCAL TIMES 1661

In proving this theorem we show first that ��×nj=1Lj��ε�µx� t�� �x� t� ∈
�Rd�n × �R+�n	 converges almost surely, locally uniformly as ε → 0. After
showing this we then identify the almost sure continuous limit with ��×nj=1Lj�
�µx� t�� �x� t� ∈ �Rd�n × �R+�n	.

We proceed with the first step. For each A ⊆ �1� � � � � n	, �ε� t� ∈ �0�1� ×
�R+�n and x� v� y ∈ �Rd�n, let

MA�ε�µx� tA� vAc�

=def E
yA
A

(
E
vAc
Ac

{( n
×
j=1
Lj

)
�ε�µx�∞� � � � �∞�

}∣∣∣ ⊗
j∈A

�j� tj

)
�

(3.3)

Here, EA denotes expectation with respect to the Markov processes �Yj� j ∈
A	, tA = �tj � j ∈ A	 and vAc = �vj � j ∈ Ac	. MA�ε�µx� tA� vAc� is a martin-
gale in each �tj� j ∈ A	 individually. We see below, as indicated by the nota-
tion, that MA�ε�µx� tA� vAc� does not depend on y. Note that when A = �,
E
yA
A is taken to be the identity.
We say that a sequence of functions Zε�x� converges rationally locally uni-

formly on some open subset V of a Euclidean space W, as ε→ 0, if for each
compact K ⊆ V, Zε�x� converges uniformly on the rational elements of K, as
ε→ 0 through rational values.

The next lemma is the key step in the proof of Theorem 1.2. This is where
the isomorphism theorem is used.

Lemma 3.1. Under the hypotheses of Theorem 1.2, for each A ⊆ �1� � � � � n	,
including A = �,MA�ε�µx� tA� vAc� converges almost surely rationally locally
uniformly in �x� v� t� ∈ �Rd�n × �Rd�n × �R+�n as ε→ 0.

Before giving the proof of Lemma 3.1 we show that it implies that �×nj=1Lj�
�ε�µx� t� converges almost surely locally uniformly in �x� t� ∈ �Rd�n × �R+�n
as ε→ 0. This is a consequence of the following lemma which actually shows
more.

Lemma 3.2. Under the hypotheses of Theorem 1.2, for each A ⊆ �1� � � � � n	,
including A = �, E

vAc
Ac ��×nj=1Lj��ε�µx� tA�∞Ac�	 converges almost surely lo-

cally uniformly in �x� v� t� ∈ �Rd�n × �Rd�n × �R+�n as ε→ 0.

The notation �tA�∞Ac� =def �s1� � � � � sn� where sj = tj whenever j ∈ A
and sj = ∞ whenever j ∈ Ac. Note that when A = �1� � � � � n	, EvAcAc ��×nj=1Lj�
�ε�µx� tA�∞Ac�	 = �×nj=1Lj��ε�µx� t�. Thus Lemma 3.2 does indeed show that
�×nj=1Lj��ε�µx� t� converges almost surely locally uniformly in �x� t� ∈ �Rd�n×
�R+�n as ε→ 0.

Proof. Since EvAcAc ��×nj=1Lj��ε�µx� tA�∞Ac�	 is clearly continuous in �ε�
x� v� t� ∈ �0�1�×�Rd�n×�Rd�n×�R+�n, it suffices to show that EvAcAc ��×nj=1Lj�
�ε�µx� tA�∞Ac�	 converges almost surely rationally locally uniformly in �x� v�
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t� ∈ �Rd�n × �Rd�n × �R+�n as ε → 0. We do this by induction on �A�. When
A = �,

E
vAc
Ac

{( n
×
j=1
Lj

)
�ε�µx� tA�∞Ac�

}
=Ev

{( n
×
j=1
Lj

)
�ε�µx� t�∞� � � � �∞�

}
=M��ε�µx� t�� v��

(3.4)

Therefore, in this case, the assertion of this lemma is given by Lemma 3.1.
We now describe how the induction argument is carried out. Assume that

the statement in this lemma is true for all A ⊆ �1� � � � � n	 with �A� < k, and
choose some A ⊆ �1� � � � � n	 with �A� = k. Using additivity and the Markov
property, we see that for any y = �y1� � � � � yn� ∈ �Rd�n,

MA�ε�µx� tA� vAc�
= EyAA

(
E
vAc
Ac

{( n
×
j=1
Lj

)
�ε�µx�∞� � � � �∞�

}∣∣∣ ⊗
j∈A

�j� tj

)
= EyA�vAcA�Ac

{( n
×
j=1
Lj

)
�ε�µx�∞� � � � �∞�

∣∣∣ ⊗
j∈A

�j� tj

}

= EyA�vAcA�Ac

{ ∑
B⊆A

( n
×
j=1
Lj

)
�ε�µx� tB�∞Bc� ◦

∏
j∈A−B

θj� tj

∣∣∣ ⊗
j∈A

�j� tj

}

= ∑
B⊆A

E
vAc �YA−B�tA−B�
Ac�A−B

{( n
×
j=1
Lj

)
�ε�µx� tB�∞Bc�

}
�

(3.5)

where YA−B�tA−B� = �Yj�tj�� j ∈ A−B	. Note that when B = A,

E
vAc �YA−B�tA−B�
Ac�A−B

{( n
×
j=1
Lj

)(
ε�µx� tB�∞Bc

)}
= EvAcAc

{( n
×
j=1
Lj

)(
ε�µx� tA�∞Ac

)}
�

(3.6)

All other terms in the last equality of (3.5) are of the form

E
zBc
Bc

{( n
×
j=1
Lj

)(
ε�µx� tB�∞Bc

)}
(3.7)

with �B� < �A� = k. By the induction hypothesis these terms converge almost
surely locally uniformly in �x� z� t� ∈ �Rd�n × �Rd�n × �R+�n as ε → 0. Fur-
thermore, by Lemma 3.1, MA�ε�µx� tA� vAc� converges almost surely locally
uniformly in �x� v� t� ∈ �Rd�n×�Rd�n×�R+�n as ε→ 0 and hence so does the
sum in the last line of (3.5). This shows that the last line in (3.6) converges
almost surely locally uniformly in �x� v� t� ∈ �Rd�n × �Rd�n × �R+�n as ε→ 0,
which is what we set out to prove. This completes the proof of Lemma 3.2. ✷

To complete the proof that �×nj=1Lj��ε�µx� t� converges almost surely lo-
cally uniformly in �x� t� ∈ �Rd�n × �R+�n as ε → 0 it only remains to prove
Lemma 3.1. This follows from the isomorphism theorem, Theorem 2.9.
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Proof of Lemma 3.1. Note that by Lemma 2.2, ��2�x�µ�� x ∈ �Rd�n	 and
��×nj=1Hj��µx�� x ∈ �Rd�n	 are equivalent stochastic processes. Consequently,
by hypothesis, ��×nj=1Hj��µx�� x ∈ �Rd�n	 is continuous almost surely. This
implies that �×nj=1Hj�ε�µx�, defined in (2.29), is continuous in x ∈ �Rd�n
almost surely and that it converges locally uniformly to �×nj=1Hj��µx� almost
surely as ε→ 0.

As a consequence of this, we see that for any γ > 0, we can find a δ > 0,
such that

EḠ

 sup
x∈B�m�

0<ε� ε′≤δ

∣∣∣∣( n
×
j=1
Hj

)
ε

�µx� −
(
n
×
j=1
Hj

)
ε′
�µx�

∣∣∣∣
 ≤ γ�(3.8)

where B�m� denotes the ball of radius m in �Rd�n. Furthermore, since all
moments of norms of Gaussian chaoses are equivalent, (see, example, (4.1)
in [1]), we also have that for all p > 0 there exists a constant Cp, depending
only on p, such that

EḠ

 sup
x∈B�m�

0<ε� ε′≤δ

∣∣∣∣( n
×
j=1
Hj

)
ε

�µx� −
(
n
×
j=1
Hj

)
ε′
�µx�

∣∣∣∣p
 ≤ Cpγp�(3.9)

By (2.30), �×nj=1Hj�ε�µx� = �×nj=1Hj��ε�µx� in L2
Ḡ

for each ε > 0 and
x ∈ �Rd�n. Therefore, we have that for any countable dense subset Cδ of
�Rd�n × �0� δ�2,

�3�9a� EḠ

(
sup

�x� ε� ε′�∈Cδ∩B�m�

∣∣∣∣( n
×
j=1
Hj

)
�ε�µx� −

(
n
×
j=1
Hj

)
�ε′� µx�

∣∣∣∣p
)
≤ Cpγp�

Here we use the abbreviated notation Cδ ∩B�m� for Cδ ∩ �B�m� ×R2�.
Note that when ε > 0, �×ni=1Li��ε�µx� is continuous in all its arguments.

Therefore

Eρ̄

 sup
x∈B�m�

0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣


= Eρ̄
(

sup
�x� ε� ε′�∈Cδ∩B�m�

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣
)
�

(3.10)

It follows from (3.9a), (3.10) and Theorem 2.9 that

Eρ̄

 sup
x∈B�m�

0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣
 ≤ Cpγ(3.11)

for some constant Cp depending only on p.
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Fix y ∈ B�m/4�. Using the fact that( n
×
j=1
Lj

)
�ε�µx� t��ω1 + z1� � � � � ωn + zn�

=
( n
×
j=1
Lj

)
�ε�µx−z� t��ω1� � � � � ωn��

(3.12)

we see that for any y′ ∈ B�m/4�

Ey

 sup
x∈B�m/4�
0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣


= Ey′
 sup

x∈B�m/4�
0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx+y−y′ � −

(
n
×
i=1
Li

)
�ε′� µx+y−y′ �

∣∣∣∣


≤ Ey′
 sup

x∈B�m�
0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣
 �

(3.13)

This shows that the first term in (3.13) does not depend on y ∈ B�m/4�.
The measure ρ̄ in (3.11) can be chosen with great generality. It only effects
the constant C. Thus we choose a ρ̄ which is supported on B�m/4�. With this
choice of ρ̄, keeping in mind the first sentences in this paragraph, we see that
for all y ∈ B�m/4�,

Ey

 sup
x∈B�m/4�
0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣
 ≤ Cγ�(3.14)

We now observe that for any y ∈ B�m/16�,

E
yA
A

 sup
v� x∈B�m/16�
0<ε� ε′≤δ

∣∣∣∣EvAcAc {( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

}∣∣∣∣


≤ EyAA

 sup
v∈B�m/16�

E
vAc
Ac

 sup
x∈B�m/16�
0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣



= EyAA
(

sup
v∈B�m/16�

E
yAc
Ac

(3.15)

×

 sup
x∈B�m/16�
0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx+vAc−yAc � −

(
n
×
i=1
Li

)
�ε′� µx+vAc−yAc �

∣∣∣∣
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≤ EyAA

EyAcAc
 sup

x∈B�m/4�
0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣



= Ey
 sup

x∈B�m/4�
0<ε� ε′≤δ

∣∣∣∣( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

∣∣∣∣
 �

Therefore, it follows from (3.14) that for any y ∈ B�m/16�,

E
yA
A

 sup
v� x∈B�m/16�
0<ε� ε′≤δ

∣∣∣∣EvAcAc {( n
×
i=1
Li

)
�ε�µx� −

(
n
×
i=1
Li

)
�ε′� µx�

}∣∣∣∣
 ≤ cγ�(3.16)

Note that for any finite sets D ⊆ B�m/16� and Dδ ⊆ �0� δ�,
sup
v� x∈D
ε� ε′∈Dδ

{
MA�ε�µx� tA� vAc� −MA�ε′� µx� tA� vAc�

}
(3.17)

is a right continuous submartingale separately in each coordinate of tA. Con-
sequently, using (3.2) and the definition (3.3) of MA�ε�µx� tA� vAc�, it follows
from (3.16) that

E
yA
A

sup
tA

sup
v� x∈D

0<ε� ε′∈Dδ

{
MA�ε�µx� tA� vAc� −MA�ε′� µx� tA� vAc�

} ≤ Cγ�(3.18)

where C is independent of the finite sets D and Dδ. By the monotone con-
vergence theorem, (3.18) continues to hold with D and Dδ replaced by all the
rational elements in B�m/16�� �0� δ�. This enables us to complete the proof of
Lemma 3.1 because it implies that for each y ∈ �Rd�n and A ⊆ �1� � � � � n	,
MA�ε�µx� tA� vAc� converges Py almost surely rationally locally uniformly in
�x� v� t� ∈ �Rd�n × �Rd�n × �R+�n as ε→ 0.

As we discussed in the paragraph following the statement of Lemma 3.2, we
have now established that �×nj=1Lj��ε�µx� t� converges almost surely locally
uniformly in �x� t� ∈ �Rd�n × �R+�n as ε→ 0. Hence,

� �µx� t� =def lim
ε→0

(
n
×
j=1
Lj

)
�ε�µx� t�(3.19)

is continuous almost surely. Because of the locally uniform convergence, it is
clear that � �µ� t� is a continuous additive functional. We now show that it
has potential �×nj=1U1

j�µ�y1� � � � � yn�; that is, that

Ey1� ���� yn�� �µ�∞� � � � �∞�� =
∫ ∫ n∏

j=1
u1j�yj − xj�dµ�x1� � � � � xn�(3.20)

for all �y1� � � � � yn� ∈ �Rd�n. This shows that � �µx� t� is equivalent to the
process given in (1.11) and completes the proof of Theorem 1.2.
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We now obtain (3.20). Note that by (3.14) and the dominated convergence
theorem,

Ey1� ���� yn
(
� �µ�∞� � � � �∞�)

= lim
ε→0
Ey1�����yn

{( n
×
j=1
Lj

)
�ε�µ�∞� � � � �∞�

}(3.21)

for all y ∈ �Rd�n. Also it is easy to check that

Ey1�����yn
{( n

×
j=1
Lj

)
�ε�µ�∞� � � � �∞�

}
=
∫ {∫ n∏

j=1
u1j�yj − zj�fε�xj�zj�dzj

}
dµ�x1� � � � � xn�

=
∫ {∫ n∏

j=1
u1j�yj − zj + xj�dµ�x1� � � � � xn�

}
n∏
j=1
fε�zj�dzj�

(3.22)

Since µ is a finite measure,∫ n∏
j=1
u1j�yj − zj + xj�dµ�x1� � � � � xn� ∈ L1�dz1 � � � dzn��(3.23)

Therefore,

lim
ε→0

∫ {∫ n∏
j=1
u1j�yj − zj + xj�dµ�x1� � � � � xn�

}
n∏
j=1
fε�zj�dzj

=
∫ n∏
j=1
u1j�yj − xj�dµ�x1� � � � � xn�

(3.24)

for almost all �y1� � � � � yn� ∈ �Rd�n. Since both sides of (3.20) are excessive, we
see that (3.24) holds for all �y1� � � � � yn� ∈ �Rd�n. This completes the proof of
Theorem 1.2. ✷

4. Isomorphism theorem for “near intersections” of a single Lévy
process. In this section we obtain a different extension of Dynkin’s isomor-
phism theorem which we use to prove Theorem 1.3. Even though �Ln�x� t�µ��
�x� t� ∈ �Rd�n�= ×R+	 is generated by a single Lévy process X, our method of
proof requires that we deal with a mixture of functionals of several indepen-
dent copies of X and their associated Gaussian chaoses.

For each subset A ⊆ �1� � � � � n	, x = �x1� � � � � xn� ∈ �Rd�n�=, ε > 0 and µ ∈
� 2n
n , let

�LA ×HAc��ε�µ� x� =def

∫ ∏
i∈A
L
y+xi� ε
λ

∏
j∈Ac

H�y+ xj� ε�dµ�y��(4.1)

In the course of proving the next theorem we show that for each subset
A ⊆ �1� � � � � n	, �LA×HAc��ε�µ� x� converges in L2, as ε→ 0, for all µ ∈ � 2n

n
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and x ∈ �Rd�n�=. Let

�LA ×HAc��µ�x� =def lim
ε→0

�LA ×HAc��ε�µ� x��(4.2)

In particular,

Ln�µ�x� =def L
�1� ���� n	�µ�x�

= lim
ε→0

∫ n∏
i=1
L
y+xi� ε
λ dµ�y��(4.3)

In Theorem 1.3 all the processes are determined by a single Lévy process
X with 1-potential u1. Let H�x� ε� be the second-order Gaussian chaos de-
fined through u1 as in (1.18)–(1.21) and (2.1)–(2.3). LetH1�x� ε�� � � � �Hn�x� ε�
denote independent copies of H�x� ε�.

Let λj denote independent mean-1 exponential random variables and let
X1� � � � �Xn, j = 1� � � � � n denote n independent copies of X. Let Lx�εj� t , j =
1� � � � � n be as defined in (2.10).

We work with partitions
⋃
i Ai

⋃
j Bj of �1� � � � � n	. To avoid complicated

notation we write this as �1� � � � � n	 = ⋃ni=1Ai⋃nj=1Bj, even though some of
the Ai and Bj are empty. For x ∈ �Rd�n�=, and each partition �1� � � � � n	 =⋃n
i=1Ai

⋃n
j=1Bj let(

n
×
i=1
L
Ai
i

n
×
j=1
H
Bj
j

)
�ε�µ� x�

=def

∫ n∏
i=1

∏
k∈Ai

L
y+xk� ε
i� λi

n∏
j=1

∏
l∈Bj
Hj�y+ xl� ε�dµ�y�

(4.4)

where ε > 0 and µ ∈ � 2n.
Similarly when Ci ⊂ Ai we write(

n
×
i=1
L
Ci
i

n
×
i=1
H
Ai−Ci
i

n
×
j=1
H
Bj
j

)
�ε�µ� x�

=def

∫ n∏
i=1

 ∏
k∈Ci

l∈Ai−Ci

L
y+xk� ε
i� λi

Hi�y+ xl� ε�


×

n∏
j=1

∏
m∈Bj

Hj�y+ xm� ε�dµ�y��

(4.5)

where ε > 0 and µ ∈ � 2n.
One can check that for each partition �1� � � � � n	 = ⋃nj=1Bj, the nth order

Gaussian chaos �×nj=1H
Bj
j ��ε�µ� x�, converges in L2, as ε→ 0, for all µ ∈ � 2n

and x ∈ �Rd�n�=.



1668 M. B. MARCUS AND J. ROSEN

In the course of proving the next theorem we show that for each par-
tition �1� � � � � n	 = ⋃n

i=1Ai
⋃n
j=1Bj, the process �×ni=1LAii ×nj=1H

Bj
j ��ε�µ� x�

converges in L2 as ε→ 0, for all µ ∈ � 2n and x ∈ �Rd�n�=. Let(
n
×
i=1
L
Ai
i

n
×
j=1
H
Bj
j

)
�µ�x� =def lim

ε→0

(
n
×
i=1
L
Ai
i

n
×
j=1
H
Bj
j

)
�ε�µ� x��(4.6)

To unify the notation we set(
n
×
i=1
L
Ai
i

n
×
j=1
H
Bj
j

)
�0� µ� x� =

(
n
×
i=1
L
Ai
i

n
×
j=1
H
Bj
j

)
�µ�x��(4.7)

The following isomorphism theorem is used in the proof of Theorem 1.3.
The proof is similar to the proof of Theorem 2.8 and is omitted.

Theorem 4.1. Let µ ∈ � 2n. Let �εk	∞k=1 be a sequence of positive numbers
and �xi	∞i=1 be a sequence of points in �Rd�n�=. Let

⋃n
i=1Ai

⋃n
j=1Bj be a partition

of �1� � � � � n	 as described above and set A = ⋃n
i=1Ai, and similarly for B.

Then, for any finite measures ρj ∈ � 1, j ∈ �1� � � � � n	 and functions gj with

gj ·dx ∈ � 1, j ∈ �1� � � � � n	 and � measurable nonnegative function F on R∞,

EḠE
ρ̄

λ̄

(
F

( ∑
Ci⊆Ai

1
2n−�C�

(
n
×
i=1
L
Ci
i

n
×
i=1
H
Ai−Ci
i

n
×
j=1
H
Bj
j

)
�ε·� µ� x·�

)

× ∏
j∈A
gj�Xj�λj��

)

= EḠ
(
F

(
1
2n

(
n
×
i=1
H
Ai
i

n
×
j=1
H
Bj
j

)
�ε·� µ� x·�

) ∏
j∈A
Gj�ρjGj�gj·dx

)
�

(4.8)

where C = ⋃ni=1Ci and � denotes the σ-algebra generated by the cylinder sets
of R∞.

Let Hn�ε�µ� x� be given by (4.1) with Ac = �1� � � � � n	. Note that when we
consider only a single Lévy process X in Theorem 4.1 and B is empty we can
write (4.8) as

EGE
ρ
λ

(
F

( ∑
C⊆�1� ���� n	

1
2�Cc�

�LC×HCc��ε·� µ� x·�
)
g�X�λ��

)

= EG
(
F

(
1
2n
Hn�ε·� µ� x·�

)
GρGg·dx

)
�

(4.9)

Note that by definition,

Ln�x� λ�µ� = Ln�µ�x��(4.10)

Consistent with the above notation we let �Ai	ni=1 be a partition of �1� � � � �
n	. As above it is possible that some of the Ai are empty. Recall A = ⋃ni=1Ai.



LÉVY PROCESSES AND INTERSECTION LOCAL TIMES 1669

Just as we obtained Theorem 2.8 from Theorem 2.9 we would like to extract
from Theorem 4.1 an inequality that separates the intersection functional from
the Gaussian chaoses. The situation is more complex here. We begin with the
following lemma. Let  ·  be a norm on 8∞. We continue to use the notation
described just before Theorem 2.9.

Lemma 4.1. Let µ ∈ � 2n. Let �εk	∞k=1 be a sequence of positive numbers and

�xi	∞i=1 be a sequence of points in �Rd�n�=. There exists a constant p′ depending

only on u1j, j = 1� � � � � n and a constant K depending only on n, ρj and u1j,
j = 1� � � � � n and p′, such that

E
ρ̄

λ̄

∥∥∥∥( n
×
i=1
L
Ai
i

)
�ε�µ� x�

∥∥∥∥≤K(EḠ
∥∥∥∥( n

×
i=1
H
Ai
i

)
�ε�µ� x�

∥∥∥∥p
′)1/p′

+ ∑
Ci⊆Ai�C�<n

E
ρ̄

λ̄

∥∥∥∥( n
×
i=1
L
Ci
i

)
�ε�µ� x��Ai−Ci�x� ε�

∥∥∥∥�(4.11)

Here �×ni=1LCii ��ε�µ� x� is defined as in (4.1) but with x ∈ �Rd��C��= and

�Ai−Ci�x� ε� = EḠ
n∏
i=1

∏
l∈Ai−Ci

Hi�y+ xl� ε��

and does not depend on y.

Proof. Using Theorem 4.1 with B empty and proceeding as in the proof
of Theorem 2.9 we have

EḠE
ρ̄

λ̄

∥∥∥∥ ∑
Ci⊆Ai

1
2n−�C�

(
n
×
i=1
L
Ci
i

n
×
i=1
H
Ai−Ci
i

)
�ε�µ� x�

∥∥∥∥
≤K

(
EḠ

∥∥∥( n×
i=1
H
Ai
i

)
�ε�µ� x�

∥∥∥∥p
′)1/p′

�

(4.12)

We write the first line of (4.12) in the form

EḠE
ρ̄

λ̄

∥∥∥∥ ∑
Ci⊆Ai

ZCi

∥∥∥∥ = EḠEρ̄λ̄
∥∥∥∥Z̃+ ∑

Ci⊆Ai�C�<n

ZCi

∥∥∥∥�(4.13)

where

Z̃ =
(
n
×
i=1
L
Ai
i

)
�ε�µ� x��(4.14)

that is, this is the term in the sum in which �C� = n and so Ci = Ai for all
i = 1� � � � � n. It follows from (4.13) that

E
ρ̄

λ̄
 Z̃ ≥ EḠEρ̄λ̄

∥∥∥∥ ∑
Ci⊆Ai

ZCi

∥∥∥∥− ∑
Ci⊆Ai�C�<n

E
ρ̄

λ̄
 EḠZCi �(4.15)
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Combining (4.12)–(4.15) we get

E
ρ̄

λ̄

∥∥∥∥( n
×
i=1
L
Ai
i

)
�ε�µ� x�

∥∥∥∥≤K(EḠ
∥∥∥∥( n

×
i=1
H
Ai
i

)
�ε�µ� x�

∥∥∥∥p
′)1/p′

+ ∑
Ci⊆Ai�C�<n

E
ρ̄

λ̄
 EḠZCi �

(4.16)

which is (4.11). This completes the proof of Lemma 4.1. ✷

One can continue to develop the last term in (4.11) recursively depending
on the nature of the norm. However, since �Ai−Ci�x� ε� is independent of y we
can write

�Ai−Ci�x� ε� =
∫
�Ai−Ci�x� ε�dµ�y��(4.17)

Consequently, for any norm, we have∥∥�Ai−Ci�x� ε�∥∥ ≤ EḠ∥∥∥ n×i=1HAi−Ci�ε�µ� x�∥∥∥�(4.18)

We now specify some particular norms. For a function h�x� ε� we set

 h�x� ε� =def sup
x� ε� ε′

�h�x� ε� − h�x� ε′��(4.19)

and

 h�x� ε� =def sup
x�ε

�h�x� ε���(4.20)

For τ > 0 let

Krτ =def
{
x = �x1� � � � � xr� ∈ �Rd�r: �xi − xj� ≥ τ� ∀ i� j� i �= j

}
�(4.21)

For δ > 0, let Cδ� τ be a countable dense subset of Krτ×�0� δ�2. In what follows
we let B�m� denote the ball of radius m in �Rd�r. We do not denote the di-
mension r in these last two definitions; it will be clear in the context in which
they appear.

For 1 ≤ r ≤ n let �Ai�r	ri=1 be a partition of �1� � � � � r	. As above it is
possible that some of the Ai�r are empty. Also, as above, when r = n, and it
is not confusing, we use Ai instead of Ai�n.

The next lemma is used in the proof of Theorem 1.3.

Lemma 4.2. Assume that{(
r
×
i=1
H
Ai�r
i

)
�µ�x��x ∈ �Rd�r�=

}
(4.22)

is continuous almost surely for each partition �Ai�r	ri=1 of �1� � � � � r	 for all
1 ≤ r ≤ n. Then for all γ > 0 we can find a δ > 0 such that

E
ρ̄

λ̄

(
sup

�x� ε� ε′�∈Cδ� τ∩B�m�

∣∣∣∣( r
×
i=1
L
Ai�r
i

)
�ε�µ� x� −

(
r
×
i=1
L
Ai�r
i

)
�ε′� µ� x�

∣∣∣∣) ≤ γ(4.23)

for all partitions �Ai�r	ri=1 of �1� � � � � r	 for all 1 ≤ r ≤ n.
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Proof. Let  · δ and � ·� δ denote the norms defined in (4.19) and (4.20) but
with supx� ε� ε′ replaced by sup�x� ε� ε′�∈Cδ� τ∩B�m� and supx� ε replaced by
sup�x� ε�∈Cδ� τ∩B�m�. By hypothesis,(

r
×
i=1
H
Ai�r
i

)
�µ�x�ε =def

∫ ( r
×
i=1
H
Ai�r
i

)
�µ�y1� � � � � yr�

r∏
i=1
fε�xi − yi�dyi(4.24)

is continuous in x ∈ Krτ almost surely for ε > 0 sufficiently small and con-
verges to �×ni=1H

Ai�r
i ��µ�x� locally uniformly in x ∈Krτ almost surely as ε→ 0.

Consequently for any γ′ > 0, we can find δ > 0 and a countable dense subset
Cδ� τ of Krτ × �0� δ�2 such that

EḠ

∥∥∥∥( r
×
i=1
H
Ai�r
i

)
�ε�µ� x�

∥∥∥∥
δ

≤ γ′(4.25)

and

EḠ

∣∣∣∣
∥∥∥∥( r

×
i=1
H
Ai�r
i

)
�ε�µ� x�

∣∣∣∣
∥∥∥∥
δ

<∞(4.26)

for all partitions �Ai�r	ri=1 of �1� � � � � r	 for all 1 ≤ r ≤ n.
Using Lemma 4.1, (4.18)–(4.20), (4.25) and (4.26) we see that the left-hand

side of (4.11) is less than or equal to

Cγ′ + ∑
Ci⊆Ai�C�<n

(∥∥�Ai−Ci�x� ε�∥∥δ
∣∣∣∣
∥∥∥∥( r

×
i=1
L
Ci
i

)
�ε�µ� x�

∣∣∣∣
∥∥∥∥
δ

+∣∣∥∥�Ai−Ci�x� ε�∣∣∥∥δ
∥∥∥∥( r

×
i=1
L
Ci
i

)
�ε�µ� x�

∥∥∥∥
δ

)

≤ Cγ′ +Cγ′ ∑
Ci⊆Ai�C�<n

∣∣∣∣
∥∥∥∥( n

×
i=1
L
Ci
i

)
�ε�µ� x�

∣∣∣∣
∥∥∥∥
δ

+C ∑
Ci⊆Ai�C�<n

∥∥∥∥( n
×
i=1
L
Ci
i

)
�ε�µ� x�

∥∥∥∥
δ

�

(4.27)

Using this and (4.11) we can use a proof by induction to obtain (4.23) . Note
that we use the fact that �×ni=1LCii ��1� µ� x� <∞ and∥∥∥∥( n

×
i=1
L
Ci
i

)
�ε�µ� x�

∥∥∥∥
δ

<∞ implies that
∣∣∣∣
∥∥∥∥( n

×
i=1
L
Ci
i

)
�ε�µ� x�

∣∣∣∣
∥∥∥∥
δ

<∞�

Remark 4.1. The continuity condition (4.22) is the critical condition used
in the proof of Theorem 1.3. We now explain how it is implied by the continuity
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of the chaoses �3� r. It follows from Theorem 1.1 and (2.13) in [3] that{(
r
×
i=1
H̃
Ai� r
i

)
�µ�x�� x ∈ �Rd�r�=

}
(4.28)

is continuous almost surely for each partition �Ai�r	ri=1 of �1� � � � � r	 for all
1 ≤ r ≤ n, where(

r
×
i=1
H̃
Ai� r
i

)
�µ�x� =def lim

ε→0

∫ r∏
i=1

∏
l∈Ai�r

Hi�y+xl� ε dµ�y�(4.29)

[See (1.22)]. To be more explicit, Theorem 1.1 in [3] implies (4.29), in the case
r = 1. The formula (2.13) in [3] is the key step in the proof of Theorem 1.1
in [3]. To obtain (4.29) as stated, one follows the proof of Theorem 1.1 in [3]
but uses products of independent processes and products of the corresponding
terms in (2.13) in [3].

The process �×ri=1H
Ai�r
i ��µ�x� is defined as in (4.29), but with Hi�y+xl� ε re-

placed by Hi�y+ xl� ε�. This is analogous the situation considered in Lemma

2.2. As in that lemma we can show that �×ri=1 H̃
Ai� r
i ��µ�x� and �×ri=1H

Ai�r
i �

�µ�x� are equivalent stochastic processes. Therefore, the hypotheses of Theo-
rem 1.3 implies the continuity condition in (4.22).

5. Continuity theorem for “near intersections” of a single Lévy pro-
cess.

Proof of Theorem 1.3. The proof follows along the lines of the proof of
Theorem 1.2. As in Theorem 1.2 we prove this theorem for Y which is an
exponentially killed version of the Lévy process X.

Let
⋃m
i=1Ai be a partition of �1� � � � � n	. For x = �x1� � � � � xn� ∈ �Rd�n�= and

ε > 0 we set(
m
×
i=1
L
Ai
i

)
�ε�µ� x� t1� � � � � tm� =def

∫ m∏
i=1

∏
k∈Ai

L
y+xk�ε
i� ti

dµ�y�(5.1)

[see (2.10)]. For each v ∈ �Rd�n and y ∈ Rd consider the �1� t martingale

MA1� ����Am
�ε�µ� x� v� t�

=def E
y
1

(
E
v2� ���� vm
2� ����m

{(
m
×
i=1
L
Ai
i

)
�ε�µ� x�∞� � � � �∞�

}∣∣�1� t

)
�

(5.2)

(Recall that the probability space here is generated by m independent copies
�Y1� � � � �Ym	 of Y. �1� t is the σ-field generated by Y1.) We see below that, as
the notation indicates,MA1� ����Am

�ε�µ� x� v� t� does not depend on y.
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Lemma 5.1. Under the conditions of Theorem 1.3, for each partition �1�
� � � � n	 = ⋃m

i=1Ai, the martingale MA1�����Am
�ε� µ� x� v; t� converges almost

surely rationally locally uniformly in �x� v� t� ∈ �Rd�n�= × �Rd�n ×R+ as ε→ 0.

Before giving the proof of Lemma 5.1 we show that it implies that Ln�ε�
µ� x; t� converges almost surely locally uniformly in �x� t� ∈ �Rd�n�= × R+ as
ε → 0. This is a consequence of the following lemma which actually shows
more.

Lemma 5.2. Under the conditions of Theorem 1.3, for each partition �1� � � � �
n	 = ⋃m

i=1Ai, E
v2�����vm
2�����m ��×mi=1LAii ��ε� µ� x� t� ∞� � � � �∞�	 converges almost

surely locally uniformly in �x� v� t� ∈ �Rd�n�= × �Rd�n ×R+ as ε→ 0.

Note that when m = 1, so that A1 = �1� � � � � n	 and all other Ai are empty,
we have

E
v2� ���� vm
2� ����m

{(
m
×
i=1
L
Ai
i

)
�ε�µ� x� t�∞� � � � �∞�

}
= Ln�ε�x� t:µ�(5.3)

[see (1.12)]. Thus Lemma 5.2 does show that Ln�ε�µ� x� t� converges almost
surely locally uniformly in �x� t� ∈ �Rd�n�= ×R+ as ε→ 0.

Proof of Lemma 5.2. Since Ev2�����vm2�����m ��×mi=1LAii ��ε� µ� x� t� ∞� � � � �∞�	 is
clearly continuous in �ε� x� v� t� ∈ �0�1� × �Rd�n�= × �Rd�n × R+, it suffices to
show that Ev2� ���� vm2� ����m ��×mi=1LAii ��ε� µ� x; t� ∞� � � � �∞�	 converges almost surely
rationally locally uniformly in �x� v� t� ∈ �Rd�n�=×�Rd�n × R+ as ε → 0. We
proceed by induction on �A1�. When A1 = �,

E
v2� ���� vm
2� ����m

{(
m
×
i=1
L
Ai
i

)
�ε�µ� x� t�∞� � � � �∞�

}

= Ev2� ���� vm2� ����m

{(
m
×
i=2
L
Ai
i

)
�ε�µ� x�∞� � � � �∞�

}
=M��A2�����Am

�ε�µ� x� v� t�
=MA2�����Am

�ε�µ� x� v�0��

(5.4)

Therefore, when A1 = �, the assertion of this lemma is given by Lemma 5.1.
We now describe the induction step. Assume that the statement in this

lemma is true for all A1 ⊆ �1� � � � � n	 with �A1� < k, and choose some A1 ⊆
�1� � � � � n	 with �A1� = k. Using additivity and the Markov property, we note
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that for any y ∈ Rd,
MA1� ����Am

�ε�µ� x� v� t�

=def E
y
1

(
E
v2� ���� vm
2� ����m

{(
m
×
i=1
L
Ai
i

)
�ε�µ� x�∞� � � � �∞�

}∣∣∣∣�1� t

)
= Ey�v2�����vm1�2�����m

{(
m
×
i=1
L
Ai
i

)
�ε�µ� x�∞� � � � �∞�

∣∣∣∣�1� t

}
= ∑
B⊆A1

∫ ∏
i∈B
L
z+xi� ε
1� t E

y
1

( ∏
j∈A1−B

L
z+xj� ε
1�∞ ◦ θ1� t

∣∣�1� t

)

×Ev2� ���� vm2� ����m

( m∏
i=2

∏
k∈Ai

L
y+xk� ε
i� ti

)
dµ�z�

= ∑
B⊆A1

∫ ∏
i∈B
L
z+xi� ε
1� t E

Y1�t�
1

( ∏
j∈A1−B

L
z+xj� ε
1�∞

)

×Ev2� ���� vm2� ����m

( m∏
i=2

∏
k∈Ai

L
y+xk� ε
i� ti

)
dµ�z�

= ∑
B⊆A1

E
v2� ���� vm�Y1�t�
2� ����m+1

{(
LB1

m
×
i=2
L
Ai
i ×LA1−B

m+1

)
�ε�µ� x� t�∞� � � � �∞�

}
�

(5.5)

Note that when B = A1,

E
v2� ���� vm�Y1�t�
2� ����m+1

{(
LB1

m
×
i=2
L
Ai
i ×LA1−B

m+1

)
�ε�µ� x� t�∞� � � � �∞�

}
= Ev2�����vm2�����m

{(
m
×
i=1
L
Ai
i

)
�ε�µ� x� t�∞� � � � �∞�

}
�

(5.6)

Since all other terms in the last equality of (5.5) are of the form

E
v2� ���� vm� vm+1
2� ����m+1

{(
m+1
×
i=1
L
Bi
i

)
�ε�µ� x� t�∞� � � � �∞�

}
with �B1� < �A1� = k, the induction step is completed using Lemma 5.1. This
completes the proof of Lemma 5.2. ✷

To complete the proof that Ln�ε�µ� x� t� converges almost surely locally
uniformly in �x� t� ∈ �Rd�n�=×R+ as ε→ 0 it only remains to prove Lemma 5.1.
Here we use the isomorphism theorem in the form of Lemma 4.2.

Proof of Lemma 5.1. By Remark 4.1, the hypotheses of Theorem 1.3 en-
able us to use Lemma 4.2 to show that for each partition �Ai	ni=1 of �1� � � � � n	,
and for any γ > 0, we can find a δ > 0, such that

Eρ̄

(
sup

�x� ε� ε′�∈Cδ� τ∩B�m�

∣∣∣∣( n
×
i=1
L
Ai
i

)
�ε�µ� x� −

(
n
×
i=1
L
Ai
i

)
�ε′� µ� x�

∣∣∣∣
)
≤ γ�(5.7)
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Following the arguments in (3.10) and (3.12)–(3.15) and readjustingm, we see
that for any y ∈ B�m� and γ > 0 we can find δ > 0 such that

Ey

 sup
x∈Knτ �x� v∈B�m�
0<ε� ε′≤δ

∣∣∣∣Ev2� ���� vn2� ���� n

{(
n
×
i=1
L
Ai
i

)
�ε�µ� x� −

(
n
×
i=1
L
Ai
i

)
�ε′� µ� x�

}∣∣∣∣


≤ Cγ�

(5.8)

Since for any finite sets D ⊆KAτ ∩B�m�, D′ ⊆ B�m� and Dδ ⊆ �0� δ�,

sup
x∈D�v∈D′
ε� ε′∈Dδ

{
MA1� ����An

�ε�µ� x� v� t� −MA1� ����An
�ε′� µ� x� v� t�

}
(5.9)

is a right continuous submartingale in t, we have from (5.8) that

Ey

sup
t≥0

sup
x∈D�v∈D′

0<ε� ε′∈Dδ

{
MA1� ����An

�ε�µ� x� v� t� −MA1� ����An
�ε′� µ� x� v� t�

}
≤ Cγ�

(5.10)

whereC is independent of the finite setsD,D′ andDδ. Therefore, by monotone
convergence, (5.10) continues to hold with D, D′ and Dδ replaced by all the
rational elements inKnτ ∩B�m�, B�m� and �0� δ�, respectively. This proves that
MA1� ����An

�ε�µ� x� v� t� converge almost surely rationally locally uniformly in
�x� v� t� ∈KAτ × �Rd�n ×R+ as ε→ 0 for each partition �1� � � � � n	 = ⋃ni=1Ai.
Since this holds for all τ > 0, Lemma 5.1 is proved. ✷

We have now shown that Ln�ε�x� t�µ� converges almost surely locally uni-
formly in �x� t� ∈ �Rd�n�= × R+ as ε → 0. Recalling (1.13), we see that Theo-
rem 1.3 is proved. ✷

6. Continuity of Gaussian chaoses. In this section we explain how The-
orems 1.4–1.6 follow from the results in [3]. Considering Theorems 1.1–1.3,
it suffices to obtain sufficient conditions for the continuity almost surely of
the three classes of Gaussian chaos processes �1, �2 and ��3� r�1 ≤ r ≤ 2n	.
We do this by associating with �1 and �2 corresponding decoupled Gaussian
chaoses which have the property that the continuity of the decoupled chaoses
implies the continuity of �1 and �2. The processes ��3� r�1 ≤ r ≤ 2n	 are al-
ready decoupled. We then use results in [3] to show that the decoupled chaoses
are continuous almost surely.

Corresponding to the Gaussian chaoses defined in 1′ and 2′ we define two
types of decoupled Gaussian chaos processes. Recall the Gaussian process de-
fined in (1.19). Let G̃j� x� δ be an independent copy of Gj�x� δ.
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1′′. Let x ∈ Rd and let µ ∈ � 2� n,

�1�x�µ� =def lim
δ→0

∫ n∏
j=1
Gj�x+y� δG̃j� x+y� δ dµ�y��(6.1)

This limit exists in L2 of the probability space. Note that �1�x�µ� =
�1�0�µx�.

2′′. Let x ∈ �Rd�n and write it as �x1� � � � � xn�. Let µ ∈ � 2� n
n ,

�2�x�µ� =def lim
δ→0

∫ n∏
j=1
Gj�xj+yj� δG̃j� xj+yj� δ dµ�y��(6.2)

This limit exists in L2 of the probability space. Note that �2�x�µ� =
�2�0�µx�.
The processes ��3� r�1 ≤ r ≤ 2n	 are already decoupled. In keeping with the

spirit of 1′ and 2′ we could have given (4.22) as the hypothesis of Theorem 1.3
but we did not want to introduce such complex notation so early in the paper.
The reason we use �1 and �2 in the hypotheses of Theorems 1.1 and 1.2,
rather than the corresponding decoupled chaoses, is because we only know that
the continuity of the corresponding decoupled chaoses is a sufficient condition
for the continuity of�1 and�2. Thus Theorems 1.1 and 1.2 may be stronger as
stated and perhaps they give necessary and sufficient conditions and similarly
for Theorem 1.3 with (4.22) as hypothesis. It seems very difficult to resolve
these speculations.

Proof of Theorem 1.4. By Theorem 1.3 it suffices to show that{
�3� r�x�µ�� x ∈ �Rd�n�=

}
is continuous almost surely. Theorem 1.3 in [3] shows that (i) of Theorem 1.4
in this paper is a sufficient condition for this to be the case.

In order to prove Theorem 1.4 under condition (ii) consider

�3� r�xi�µ� = lim
δ→0

∫ r∏
j=1
G

�j�
xi+y� δ dµ�y��(6.3)

By (3.1) in [3], (
E
(
�3� r�x�µ� −�3� r�y�µ�

)2)1/2
≤

r∑
i=1

(
E
(
�3� r�xi�µ� −�3� r�yi�µ�

)2)1/2
�

(6.4)

This shows that the metric entropy, with respect to the L2 metric of �3� r�x�µ�,
of �
0�1�d�r, is bounded by the rth power of the metric entropy, with respect
to the L2 metric of �3� r�x1�µ�, of 
0�1�d. Since we take the logarithm of the
metric entropy in (1.29), we see that if (1.29) is satisfied for �3� r�x1�µ� then it
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is satisfied for �3� r�x�µ�. Corollary 4.2 in [3] and its proof show that (1.29) is
satisfied for �3� r�x1�µ� when (4.12) in [3] holds. This last condition is implied
by (1.36) in this paper.

Proof of Theorem 1.5. By Theorem 1.1 it suffices to show that ��1�x�µ��
x ∈ Rd	 is continuous almost surely. Processes such as these are studied in [3],
but only in the case when all the chaosesHj�x+y� δ are identically distributed,
that is, when the 1-potentials u1j are all equal. See (1.31) and (1.32) in [3] and
note that in the notation of [3],

�1�x�µ� = 	2�dec
2n�1�0� µ

�x̄��(6.5)

where 2n =
n-terms︷ ︸︸ ︷

�2� � � � �2� and all xj�p, p = 1�2, j = 1� � � � � n are equal in (1.31)
of reference [3], so that x̄ = �x� � � � � x�. In this case, that is, when theHj�x+y� δ
are identically distributed, it follows from the proof of Theorem 1.4 in [3] that
��1�x�µ�� x ∈ �Rd�	 is continuous almost surely if ��1�x�µ�� x ∈ Rd	 is con-
tinuous almost surely. [Note that ��1�x�µ�� x ∈ Rd	 is actually the restriction
of 	dec

2n�1�0� µ
�x1� � � � � x2n�, in [3] to the diagonal of �Rd�2n. The proof of Theo-

rem 1.4 in [3] can be carried out in this case also.] More significantly, the proof
of Theorem 1.4 in [3] also goes through when the Hj�x+y� δ are not identically
distributed.

To prove Theorem 1.5 it remains to show that ��1�x�µ�� x ∈ Rd	 is contin-
uous almost surely. Theorem 1.5(i) follows from the proof of Theorem 1.3 in [3]
where one replaces �u1�·��2n by ∏nj=1�u1j�·��2. Theorem 1.5(ii) follows similarly
from Corollary 4.2 in [3].

Proof of Theorem 1.6. By Theorem 1.2 it suffices to show that ��2�x�µ��
x ∈ �Rd�n	 is continuous almost surely. Processes such as these are studied
in [3]. See (1.36) in [3] and note that in the notation of [3],

�2�x�µ� = 	n�dec2×n�0�1� µ�x��(6.6)

It follows from Theorem 1.5 in [3] that ��2�x�µ�� x ∈ �Rd�n	 is continuous
almost surely if ��2�x�µ�� x ∈ �Rd�n	 is continuous almost surely. That this
is implied by Theorem 1.6 in this paper follows from Theorem 1.6 in [3]. ✷
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