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1. Introduction. We obtain moment generating functions for the local times of
strongly symmetric Markov processes and symmetric random walks via the Dynkin
Isomorphism Theorem. This allows us to reduce complex computations involving
Markov processes to elementary manipulations of Gaussian random variables.

Let S be a locally compact metric space with a countable base and let X =
(Q, Fy, Xy, PT), t € RT, be a strongly symmetric standard Markov process with
state space S and lifetime . We assume that there is a o—finite measure m(-) on
S. For a precise statement of what these properties are we refer the reader to [5].
For the purposes of this note it suffices to say that X has a symmetric transition
probability density function p;(z,y) with respect to m and an a—potential density

(1.1) u®(x,y) = /000 e “pi(z,y) dt

which we will assume is finite for all & > 0 and x,y € S. This insures that the local
time L = {LY, (t,y) € Rt x S} of X exists which we normalize by taking

(1.2) Em/ e " dL} = u(x,y)
0

Let A be an exponential random variable with mean 1/, i.e. Prob(A > y) =
exp(—ay), y > 0, and let ¢ be a Rademacher random variable, i.e. ¢ takes on
the values —1 and 1 each with probability 1/2. Assume that X, A and € are all
independent of each other. We use the Dynkin Isomorphism Theorem [2], [3] to
obtain

(1.3) E° (exp(sL%)) 0,zeS
and
(1.4 B (exp(s(I3 — 1)) O,z,y€ S

and similar expressions with s replaced by es as functions of u®(z,y). (If S contains

a zero we will denote it by 0. Otherwise 0 just denotes some element of S. Also

whenever we write the expectation symbol, without further explanation, we mean

that the expectation is taken with respect to all the random variables present).
Denote the Laplace transform of a function f: RT™ — R by

EU%jAmf“ﬂﬂﬁ
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Considering the distribution of the random variable \ it is clear that

(1.5) £ (B (exp(sLY))) = é (E® (exp(sLY))) O,z €S

and similarly with s replaced by es. Thus the same computation gives us both
the moment generating function of L and the Laplace transform of the moment
generating function of L7 and similarly in the cases considered in (1.4). (When we
consider the moment generating function we consider « fixed and s as a variable.
When we consider the Laplace transform we consider the right-hand-side of (1.5)
as functions of «, since A depends on «, and s as a useful parameter. This will be
clearer in the statement of Lemma 2.2). In [6] we obtain estimates for the inverse
Laplace transforms which enables us to estimate the moment generating functions
of some functions of the local time for fixed t.

We will also be concerned with symmetric random walks and even though, in
some sense, it is possible to consider them within the above framework, it will
be simpler and clearer to consider them separately. Let X = {X,,,n > 0} be a
symmetric random walk on the d-dimensional integer lattice Z¢ on which we put
the discrete measure, i.e.

(1.6) X =3y
=1

where the random variables {Y;,7 > 1} are symmetric, independent and identically
distributed with values in Z¢. Therefore X has symmetric transition probabilities
pn(z,y). In this case we define the a—potential

(1.7) u*(z,y) = Z e “"pp(z,y)
n=0

The local time L = {LY,(n,y) € N x Z¢} of X is simply the family of random
variables
LY = {number of times X; =y, 0 <j <n}

Note that analagous to (1.2)

[&.9]

(1.8) E* Z e " (LY — LY ) = u(z,y)

n=0

Let A be an geometric random variable, i.e. Prob(A = k) = (1—exp(—a«)) exp(—ak),
k € N, and let € be a Rademacher random variable as above. Assume that X, A and
€ are all independent of each other. Then using the Dynkin Isomorphism Theorem
we can write the terms in (1.3) and (1.4) for the local times of symmetric random
walks, in terms of u®(z,y) as given in (1.7), where the state space is Z¢. In this
case we define a discrete Laplace transform f : N — R by

L(f)=) e f(n)
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Considering the distribution of the random variable ), it is clear that
(1.9) L (E° (exp(sL?))) = (1—e )" (E° (exp(sL}))) O,z € Z°

and similarly for the result analagous to (1.4) and also with s replaced by es in both
cases.

In the case of continuous time Markov processes, we will be particularly interested
in Lévy processes. Let {X(t),t € RT} be a symmetric Levy process, i.e.

(1.10) Eexp(iAX(t)) = exp(—tip(N))
where
(1.11) Y(A) = 2/(1 — cos \u)v(du)

for v a Levy measure. X has a local time if and only if (v + ¢(\))~! € L}(RT)
for some v > 0, and consequently for all v > 0. For symmeric Lévy processes the
transition probability density p:(x,y) is a function of |z — y| and we will denote
p+(0,v) by pi(v). Similarly, we will denote u®(0,v) by u®(v). For symmetric Lévy
processes we have

oo

(1.12) u®(z) = %/%dk Vo> 0

In general u°(0) does not exist. Nevertheless

oo

(1.13) u(0) — u®(z) = %/I;io—md,\ Ya > 0

exists whenever (y+(\))~1 € LY(R™) for some v > 0. When we write u°(0) —u°(z)
we mean the right-hand-side of (1.13) with & =0

In Section 2 we obtain expressions for (1.3) and (1.4) for the local times of
symmetric Lévy processes in terms of u(z). Our results which are given in Lemma
2.2 are not new. Sid Port pointed out to us that they can also be obtained from the
proof of Lemma 3.26, Chapter V, in [1]. Also it is possible to obtain the moments of
L?¥ and L¥ — LY using the strong Markov properties of Lévy processes and stochastic
integrals, (see e.g. [4] and [7]) and given the moments one can construct the moment
generating functions. However, given the Isomorphism Theorem, the derivation
given here is completely trivial. Furthermore it is not much more complicated to
use this approach for general strongly symmetric Markov processes than it is for
Lévy processes and it indicates how other, more complicated moment generating
functions, may be obtained. (For example that of finite joint distributions of the
local time at different points in the state space for t fixed.) In Section 3 we will
state some results in more general cases of strongly symmetric Markov processes
than Lévy processes. In Section 4 we will give the evaluations of (1.3) and (1.4)
for symmetric random walks. The proofs are essentially the same as the proofs for
continuous time processes.
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2. Lévy Processes. It will be useful to have the following list of results for normal

random variables. We use the notation z € N(0,a?) to indicate that z is a normal

random variable with mean zero and variance a?.

Lemma 2.1. Let £ € N(0,a%) and n € N(0,b%) be independent. Then

2522 —-1/2
(2.1) Eexp (%) - (1 i 48 )

2p24 ab?s2 —3/2
(2.2) E¢nexp > =2 ; (1 _ o )

(an
2 4
(2.3) En? exp (557’7> =? ( a*%s 2)
s
( n

»

(2.4) Eexp

) =)

S —3/2
7) =" (1 —b%s)

2
2
(2.5) En? exp

Proof. Let z,y € N(0,1) be independent. It is easy to verify that

(2.6) Eexp(vay) = E exp (“2y2) (1)

2

Differentiating (2.6) with respect to v we get

(2.7) Exyexp(vzy) = v(1 — v?)~3/2
and

2,2
(2.8) Ey? exp (U 2y ) = (1 — 02)_3/2

It follows from (2.8) that

2 o2 v?y? (1 .2\—3/2
(2.9) Ey* exp(vay) = Ey* exp 5 ) = (1—v7)

Setting * = £/a, y = n/b and v = (sab)/2 in (2.6), (2.7) and (2.9) we get (2.1),
(2.2) and (2.3). Setting y = n/b and v? = sb? in the middle term of (2.6) we get
(2.4). Differentiating (2.4) gives us (2.5).

We can now give our results on the moment generating functions of the local
times of real valued Lévy processes.

Lemma 2.2. Let {X(t),t € Rt} be a symmetric Levy process for which (v +
P(\)~t € LY(RT) for some v > 0, let u® be as given in (1.12) and let

(2.10) a? =2u*0) —u*(x —y)) and b*=2u*0)+u*(z —y))
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The following three equations hold for all o > 0

(2.11) E? (exp(sL3)) = (ZZ%; 1 ula(o)s) * (1 N u“(x)))

(2.12)  E° (exp(s(L§ — LY)))
_ ((u@(x) —u(y)s | 2u(@) +u(y) (1 _2(ul () +ua<y>>)>

1_ a2{f82 b2 (1 — azlfsz) b2

and

(2.13) E° (exp(es(LE — LY))) = (222?(11;&2_@@))) + (1 A “a(?m))

We prove Lemma 2.2 by using a form of Dynkin’s Isomorphism Theorem.

Lemma 2.3. Let X = {z;}°, be a countable subset of S. Let X be a strongly sym-
metric standard Markov process , as described in the Introduction, with a—potential
gwen by (1.1). Let L be the local time of X at x at the independent exponential
time XA and let L = {LY’,x; € X}. Let {G(x),x € S} be a mean zero real valued
Gaussian process with covariance u® and let G = {G(x;),xz; € X}. Then for all C
measurable non-negative functions F on R* we have

(2.14) E'Eqg (F (L + G;) ¢ > A) = a/SEG (F (G;) G(O)G(v)) m(dv)

where E° is the expected value on the (possibly sub—) probability space P° x p where
w the probability measure of A and C denotes the o —algebra generated by the cylinder
sets of R°°. In particular

(2.15) E° <exp (Z ﬁiLii) ¢ > A) Eg <exp (Z B GQ?”))
= a/SEG (exp (Z B; Gngi)) G(O)G(U)> m(dv)

proof. Proofs of different versions of the Dynkin Isomorphism Theorem are given
in [5]. The version given in (2.14) follows from Example 1 of this reference. In
Example 1 we restrict our attention to a compact subset A of S. Here we let that
subset expand to cover the whole space. Also in Example 1 we only consider the
case in which @ = 1. It is not difficult to see that this is the correct generalization
for arbitrary o > 0.

Proof of Lemma 2.2. We use (2.15). For the proof of (2.11) we must evaluate

(2.16) I-E (exp (@T@)»
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and
> s(G*(x
(2.17) 1l = /_ E (eXp (@) G(O)G(v)) dv
Let £ = G(x) and note that F¢? = u*(0). We write
_u®(x) u®(v—1)
G(0) = UO‘(O)€ +p G = ua—(mf + 7(v)

where p and 7(v) are independent of {. Note that

(2.18) / u®(v —x)dv = ! Ve € R
o «

Using (2.18) we see that

1= (e (oo () 5o () [
By (2.18) and Lemma 2.1 this

1 (u®(x) 1 _u%(z) 1
a <U“(0) L= (0)s)2 (1 U“(0)> (1- ua(0)8)1/2)
Also by Lemma 2.1

1
(1 —u(0)s)"/2
Substituting the expressions for I and II into (2.15) we get (2.11).

Essentially the same proceedure used to obtain (2.11) is used to obtain the other
moment generating functions in Lemma 2.2. For (2.12) we evaluate

s(G*(z) — Gz(y)))
2

I=

I:Eexp<

I = /oo E (exp <S(G2(x) — GQ(y))) G(O)G(v)) dv

- 2

Let £ = G(x) — G(y) and n = G(z) + G(y). Note that E¢% = a2, En? = b? and &
and 7 are independent. We write

and

60 - T @),
Gv) = ua(m—v)a—Qua(y—v)g_i_ ua(x—v);uo‘(y—v)n+T<U)

where both p and 7(v) are independent of £ and 1. Using (2.18) we see that

1oL (D) o (40

« b4 2

+2(“a(x32;2“a(y))E (gnexp (‘957"))) + /OO E(pr(v)) dwE exp (%)

— 00




where
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/ Y Blor(w))do = 1 (1 2(u(@) + uﬂ(y)))

2
oo « b

Also, obviously

1= Eexp( gn)

7

We get (2.12) from these observations and Lemma 2.1. Furthermore (2.13) follows
immediately from (2.12) since es takes on the values s and —s each with probability
1/2. This completes the proof of Lemma 2.2.

Remark 2.4. Although it is complicated to invert the Laplace transforms of the
expressions given in Lemma 2.2, (recall (1.5)), it is not difficult to find expressions
for the moments of the local time at fixed ¢ in terms of the transition probability
density functions. We illustrate this with a few examples. We see from (2.10) and
(1.5) that

(2.19)

L (E° (exp(sL}))) = (1 + Z u® )i 15”)

By definition

u®(x) = L(pi())

We consider p;(z) as a function of ¢t and denote

(0.(2) % p.(y)) (u) = / e (@)ps(y) ds

Therefore it follows from (2.19) that

(2.20)

E° (exp(sL¥)) =1+ Z/ 0)*(n= 1)> (u) du s™

and in particular

(2.21)

E°(LH)™ = n! /Ot (p(:r;) *p.(())*("_l)> (u) du

Similarly it follows from (2.12) and (1.5) that

(2.22)

+3

n=

E E” (exp(se(Ly — LY)))) =

n—1

£(
é( ) =@ @=y)*) @) —u(y)s?!

—~
S

1

e )?) " () ) (0) o y>>s2">
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and thus for all n > 1

(2.23) E°(L¥ — LY)*" =
@mg[(@ﬁw+p@»*@«n—p@—y»*@@m>—ﬁ%x—wf“”d(@du

and

(2.24)
B (L — L)

= =0 [ (0@ -n )« 620 -2 =) ")

As a consequence of (2.13) we get the following Lemma for symmetric Levy
processes.

Lemma 2.5. Let {X(t),t € RT} be a symmetric Levy process for which (v +
Y(\)~t € LY(RT) for some v > 0 and let u®(x) and u®*(0) — u®(x) be as given in
(1.12) and (1.13). Then for all x,y,d € R

(2.25) u®(z) + u®(y) < u*(0) +u*(z —y) Ya >0
and
(2.26) [u®(z) — u®(x —6)| < u*(0) —u(d) Va >0

The inequality in (2.26) is very interesting. Since u® is the Fourier transform of
a measure it is non—negative definite and hence

(2.27) u(z) — u®(z - 8)] < (w(0))"% (u®(0) —u*(6)* Va0

Note that (2.26) gives much more control over the increments of u® than (2.27) does.
Furthermore, the right-hand-side of (2.27) need not exist when oz = 0 whereas the
right-hand-side of (2.26) does. The inequality in (2.25) can be obtained in various
ways. It is related to the probability that {X(¢),¢ < A} does not hit either x or y.
Our proof is a completely formal consequence of (2.13). The expression in (2.26) is
an immediate consequence of (2.25).

Proof of Lemma 2.5. Consider (2.13) with « fixed. Let

- (1 200 1)

We see that (2.25) follows from the observation that § > 0. Suppose that § < 0.
Then

2(u(x) + u(y))

(2.28) E° (exp(se(Ly — LY)) — 6) = b (1 )
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Note that in this case (1 — §)~! times the right—hand-side of (2.28) would be the
moment generating function of {n + £'n’ for € and 7 as given in Lemma 2.1. But
this random variable does not have a point mass at the origin whereas the random
variable corresponding to the normalised left-hand-side of (2.28) does. Thus § > 0
and we get (2.25). If we substitute  for y in (2.25) we get

u*(z) —u*(x —0) < u*(0) —u*(0)
and substituting —¢ for y and = — § for x in (2.25) we get
u*(x —0) —u*(x) < u*(0) —u*(0)

These last two inequalities give us (2.26).

3. Strongly Symetric Markov Processes. Lemma 2.3 is not restricted to real
valued Lévy processes. It is just that for these processes there are simplifications
that are not available when considering more general classes of processes. Besides
the fact that, in general, u®(x,y) is no longer a function of |x — y|, we must also
consider the lifetime of the processes. Let ( denote the lifetime of X, for X as
defined in the Introduction. As a generalization of (2.18) we have

(3.1) / u*(z,v) dv:/ e_at/ pe(x,v) dvdt
—00 0 —00

0 1
_ / e PT(C s fdt = 2PT(C>))  VoeR
0 o
Therefore, following the proof of (2.11), but considering the general case we see that

(3.2)  EY(exp(sL%),¢ > \)
_ (uo‘(O,x) PE(¢ > \)

u®(x,z) (1 — u*(z,x)

P(L’ (e
s) u(z, z)
In the extension of (2.12) another simplification is lost since now

/_OO (u*(z,v) — u*(y,v)) dv=P*({ > \) — PY({ > \) Vz,y € R

This doesn’t cause any difficulties. It just results in a longer expression. There
doesn’t seem to be any reason to write out the extensions of (2.12)—(2.13) at this
point. It is enough to note that they are available if needed.

4. Random Walks. The same proofs used in the case of Lévy processes gives
analagous results for symmetric random walks as described in the Introduction.
We note that as for Lévy processes the transition probabilites p, (x,y) = pn(|z —y|)
and thus similarly for the a—potential. However, there is a significant difference in
that local time exists only for one dimensional Lévy processes whereas it can be
defined for any random walk. This doesn’t cause us any difficulties because the
version of the Dynkin Isomorphism Theorem that we use requires that the local
time exists but does not depend on the nature of the state space. The next Lemma
is simply a restatement of Lemma 2.2 for random walks.
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Lemma 4.1. Let X be a symmetric random walk on Z% as given in (1.6), so
that X is an integer valued random variable. Let u® be as defined in (1.7). Then
(2.11)-(2.13) hold for the local time of X if the state space is taken to be Z%.

Proof. Consider (2.15). A proof of this equation is given in [5], as explained in
the proof of Lemma 2.3, for continuous time but the proof is almost exactly the
same for discrete time. Of course, in this case ( is infinite, the Gaussian process
is defined to have covariance u® given in (1.7) and the integral is replaced by a
sum over Z%. Also A is integer valued. This means that a, on the right-hand-side
of (2.15) is replaced by (1 — exp(—«)). The reason for this is simple. « appears
because {aexp(—at),t > 0} is the probability density function in the continuous
case. Similarly, {(1 —exp(—«))exp(—an),n > 0} is the probability density function
in the discrete case. With this difference in (2.15) in mind proceed to the proof of
Lemma 2.2. The only point that is different is that instead of (2.18) we have

- 1
u®(x —v) = e M= ——— Vo € 74
vezzd T;) 1 —exp(—a)

Thus last term cancels the corresponding term introduced into the altered version
of (2.15) and we see that all the equations (2.11)—(2.13) are valid for symmetric
random walks.

Remark 4.2. The statements made about the moments of the local times of sym-
metric Lévy processes in Remark 2.4 carry over to the moments of symmetric ran-
dom walks but with the obvious changes as discussed in Lemma 4.1 and it’s proof.
Lemma 2.5 also carries over if we make the appropriate substitution for (1.13). Let

6(§) = Bl e
where Y7 is given in (1.9) and T = [—7, 7]. It follows that for y € Z¢

mi) = () [ eostevionierae

and therefore

(4.1) zﬂm—ww=(1fﬁ;m@@‘“ﬁfus

o 1 —exp(—a)o

This equation is valid for all a > 0. We define u°(0) —u"(x) by the right—hand-side
of (4.1). With this definition and (1.7) we get Lemma 2.5 for the symmetric random
walks described in the Introduction.
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